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Abstract: Background: Heart disease is the leading cause of death in the world and 17 million people die from car-
diovascular diseases around the world each year, so finding factors that affect the survival of these patients is of 
particular importance. Therefore, finding the best model to analyze patient survival can help to find more accurate 
results. Methods: There are different methods to survival analysis that assess one or more risk factors; the classic 
Kaplan-Meier method, Cox regression, parametric survival models, and newer models such as Bayesian survival. 
Cox regression is most common and is generally used for time-dependent data, and the main difference between 
cox regression and Bayesian models is that the prior distribution in Bayesian models can affect the values of the 
parameters. Some survival analysis models have certain conditions that need to be considered before analyzing 
the data. In this paper, we use a dataset from Kaggle and discuss these conditions. This dataset contains medical 
records of 299 patients with heart failure collected at the Faisalabad Institute of Cardiology and the Allied Hospital 
in Faisalabad (Punjab, Pakistan) from April to December 2015. Results: This paper discusses that if the effective 
sample size is not sufficient, Bayesian survival models can be used to achieve more accurate results because this 
model is not affected by the sample size. The results of both methods are shown on a sample of cardiac data and 
based on the results of Bayesian Cox regression model, it was observed that Age, Anemia, Ejection fraction, High 
blood pressure and Serum creatinine were effective on patient survival. Conclusion: The Bayesian models are much 
more accurate to determine survival and determine risk factors when dealing with data on rare diseases or diseases 
with low mortality, including heart patients whose survival probability is higher than that of cancer patients.
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Introduction

Heart failure diseases and cancers are known 
to be the leading causes of death, since appr- 
oximately 17 million people die from cardiovas-
cular diseases around the world each year; 
Therefore, identifying factors affecting the sur-
vival of people with heart disease may lead to 
better care and reduce their risk of early death 
and thus increase their survival [1, 2].

To investigate one or more risk factors, classi-
cal methods such as Kaplan-Meier method, 
Cox regression, and parametric survival models 
could be used to determine survival rate and 
factors affecting survival. But newer, and more 

accurate methods based on Bayesian statistics 
have also been proposed for survival analysis 
[3].

While using classical models such as Cox re- 
gression, a sufficient sample size (usually 10 
samples per parameter) would lead to more 
accurate results, so the achievement of correct 
results depends on the sample size; But so- 
metimes a large sample is not accessible, or 
even the number of cases observed is small 
compared to the number of investigating pa- 
rameters, or even collecting a larger sample is 
not possible due to ethical concerns. Bayesian 
analysis, however, does not require large sam- 
ples and can typically be used in smaller da- 
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tasets without losing power while maintaining 
accuracy [4, 5].

During a classical analysis, low sample size 
leads to unreliable estimation, and this a weak-
ness. In survival analysis, when the number of 
events is not sufficient or in other words, the 
effective sample size is small, the results of 
these models may not be accurate enough; For 
example, consider the data in Article [6, 7] 
which is available on Kaggle [8]. This dataset 
contains medical records of 299 patients with 
heart failure collected at the Faisalabad Ins- 
titute of Cardiology and the Allied Hospital in 
Faisalabad (Punjab, Pakistan) from April to 
December 2015. These patients consist of 105 
women and 194 men with the age of 40 to 95 
years. Of these, only 96 patients died (about 30 
percent), which is not enough, given the num-
ber of variables, to do survival analysis through 
classical models. So, in such circumstances, 
Bayesian analysis can provide more reliable 
results. Therefore, the factors affecting the sur-
vival of these patients have been investigated 
using Bayesian and classical analysis. First, an 
explanation of the models is provided and then 
the importance of Bayesian analysis while deal-
ing with low sample size is discussed.

Materials and methods

Dataset

Dataset which is available on Kaggle site [8], 
contains medical records of 299 patients with 
heart failure collected at the Faisalabad Ins- 
titute of Cardiology and the Allied Hospital in 
Faisalabad (Punjab, Pakistan) from April to 
December 2015.

Bayesian analysis

Bayesian analysis works based on the fact that 
combining everything that is known about a 
parameter before the observation with the in- 
formation obtained from the data itself (likeli-
hood) would result in updated knowledge ab- 
out the parameter (posterior). Prior information 
can be obtained from meta-analyzes, previous 
studies on comparable research population, a 
pilot study, specialists, or a wide range of other 
sources. If such information is available, it is 
called informative prior; otherwise, it is non-
informative prior [9, 10].

Cox regression

Cox regression is generally used for time-de- 
pendent data; Such as the time period from the 
beginning of the treatment to the death or the 
time between the first and second heart attack 
and so on.

In Cox regression, the purpose is to examine 
the relationship between one or more indepen-
dent variables during the time until the occur-
rence of an event, and thus the effect of inde-
pendent variables on disease risk is investi- 
gated. Modeling is done as follows:

( , ) ( ) exp ( ); ( , ..., )h t X h t X X X X0 1 1i ii

p

p= =b
=
/

In which the parameters to be estimated are 
the regression coefficients of the variables (βi) 
[11, 12].

Bayesian Cox regression

The purpose of using Bayesian Cox regression 
is similar to classical one but they use different 
methods to estimate parameters. In this model, 
in addition to the present data, the prior infor-
mation under the heading of the prior distribu-
tion can affect the values of the parameters 
and consequently, the significance or non-sig-
nificance of the variable [4, 13].

Ethical

The dataset used in this study was obtained 
from the Kaggle site (https://www.kaggle.com/
andrewmvd/heart-failure-clinical-data) and has 
been referenced to the article of the owners of 
that data [6].

Results

Survival analysis of patients with heart failure

In the mentioned data, the effect of 11 vari-
ables including Age, Anemia, Creatinine phos-
phokinase, Ejection fraction, Platelets, Serum 
sodium, Smoking, Diabetes, High blood pres-
sure, Serum creatinine and Sex on the survival 
of patients has been investigated using two 
models including Bayesian Cox regression and 
classical Cox regression. Generally, as a rule of 
thumb, at least 10 samples are needed for 
each variable. In survival analysis, the sample 
size is actually the effective sample size or the 
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number of occurred events; in this data, the 
desired event is the death of the patient. Now, 
if there were at least 110 deaths in this datas-
et, the results of the classical analysis could  
be trusted, but only 96 deaths were reported. 
Although the difference is not large and the 
results of the two models are expected to be 
close to each other, the number of deaths is 
still less than the minimum required.

The results of both Bayesian and classical 
models are stated in Tables 1 and 2. The re- 
sults of Bayesian Cox model demonstrated that 
the 95% probability interval for variables in- 
cluding Age, Anemia, Ejection fraction, High 
blood pressure and Serum creatinine does not 
contain zero, so it can be said that these vari-
ables would have a significant effect on the 
survival.

Comparing the results of classical and Baye- 
sian Cox regression give us a lead that when 

using classical Cox regression, Creatinine phos-
phokinase was identified to be significant in 
addition to Age, Anemia, Ejection fraction, High 
blood pressure and Serum creatinine, which 
were not confirmed by using Bayesian Cox 
regression.

According to the results of both classical and 
Bayesian models, in patients with heart failure, 
the risk of death increases by approximately 
50% for every 10 years of age (exp (10×0.046) 
= 1.49). Also, the risk of death in patients with 
anemia is about 55% more than the others.

According to the results of classical regressi- 
on, the variable Creatinine phosphokinase was 
identified as a significant variable on the risk of 
death, but due to the value which is close to 
zero, its effect on that risk can be negligible. 
So, the results of Bayesian Cox regression 
which showed this variable not to be significant 
can be trusted.

Table 1. Results of Bayesian Cox regression
95% CI-Up95% CI-LowStd. DevMeanVariable

0.06540.02859.495×10-30.0467Age
0.85290.00760.21360.4399Anaemia

3.875×10-4-1.976×10-51.039×10-42.017×10-4Creatinine phosphokinase
-0.0288-0.07050.0106-0.0498Ejection fraction

1.601×10-6-2.813×10-61.135×10-6-5.671×10-7Platelets
0.0025-0.08770.0229-0.0422Serum sodium
0.5861-0.38370.24650.1179Smoking
0.5724-0.29530.22130.1384Diabetes
0.88930.04140.21590.4651High blood pressure
0.44030.16680.07080.3105Serum creatinine
0.2484-0.73280.2532-0.2415Sex

Table 2. Results of Cox regression
P-valueExp (β)SE (β)βVariable

6.45×10-71.04800.00930.0464Age
0.03381.58400.21680.4601Anaemia
0.026019.919×10-52.207×10-4Creatinine phosphokinase

2.98×10-60.95220.0104-0.0489Ejection fraction
0.680611.126×10-6-4.635×10-7Platelets
0.05750.95680.0232-0.0441Serum sodium
0.60781.13800.25120.1289Smoking
0.53071.15000.22310.1399Diabetes
0.02781.60900.21620.4757High blood pressure

4.76×10-61.37900.07010.3210Serum creatinine
0.34520.78860.2510-0.2375Sex
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Discussion and conclusion

Survival analysis and risk factors analysis have 
always been among the topics of interest for 
health domain researchers. Nowadays, various 
methods such as Cox regression, parametric 
models, Bayesian analysis, machine learning 
and data mining techniques has been provid- 
ed to analyze Survival data. While using ma- 
chine learning techniques, data needs to be 
divided into two partitions including train and 
test datasets, and sometimes three partitions 
including train, validation, and test datasets. 
Therefore, a larger sample size could provide 
better results because more data results in 
better learning of the model or network [14, 
15].

Classical models are also affected by the sam-
ple size due to the fact that they use the maxi-
mum likelihood method to estimate the param-
eters, especially in survival analysis because 
what matters is the number of events, that is 
when it is small compared to number of people 
in the study may produce unreliable results. In 
such circumstances, considering that Bayesian 
methods also use the prior information and, 
most importantly, are not affected by the sam-
ple size and the accuracy of the results does 
not depend on the sample size, they can be a 
good choice [4, 16].

Davide Chicco et al. used machine learning 
techniques on collected data from patients 
with heart failure disease. It was resulted that 
the two most important factors in predict- 
ing patient survival are Ejection fraction and 
Serum creatinine [6]. The results of both cla- 
ssical and Bayesian Cox regression also con- 
firmed the importance of these two variables in 
patient survival. In addition, Bayesian regres-
sion showed that two other variables including 
High blood pressure and Anemia could be con-
sidered as important as those two mentioned 
variables.

In this study, the mean value of the parameters 
in Bayesian method was close to the ones in 
Cox regression, but on the other hand, in Cox 
regression, the variable Creatinine phosphoki-
nase was detected to be significant. On the 
contrary, this significance was not confirmed by 
Bayesian analysis, which could be due to the 
fact that prior information about the parame-
ters was not available, and in fact, the normal 

distribution with high variance was considered 
as a non-informative prior; However, if a meta-
analysis is performed to produce informative 
prior, the value of the parameters and even 
their significance or non-significance may be 
confirmed with greater accuracy and specificity. 
But what is important is that using Bayesian 
methods can come up with good results with-
out worrying about insufficient sample size [4, 
9].

Even though the effective sample size (number 
of events) in this data was less than the mini-
mum it should be, due to the number of vari-
ables, it was very close to this number and 
therefore the results of the two models are 
expected to be similar, but if the number of 
events occurrences was much lower than this 
or more parameters on patient survival was 
investigated, using Bayesian Cox regression 
could provide more accurate results [13].

Therefore, in many cases, such as while deal- 
ing with data on rare diseases or containing  
low mortality, considering that Bayesian mod-
els uses a combination of prior information and 
collected data to predict survival and deter-
mine risk factors, and considering that high 
iteration-based simulation methods are used  
in it to estimate the parameters while its test 
power and results accuracy do not depend on 
the sample size, they can provide more reliable 
results in survival analysis.
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