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Abstract: Brugada Syndrome (BrS) is a hereditary cardiac condition associated with an elevated risk of lethal ar-
rhythmias, making precise and prompt diagnosis vital to prevent life-threatening outcomes. The diagnosis of BrS is 
challenging due to the requirement of invasive drug challenge tests, limited human visual capacity to detect subtle 
electrocardiogram (ECG) patterns, and the transient nature of the disease. Artificial intelligence (AI) can detect al-
most all patterns of BrS in ECG, some of which are even beyond the capability of expert eyes. AI is subcategorized 
into several models, with deep learning being considered the most beneficial, boasting its highest accuracy among 
the other models. With the capability to discriminate subtle data and analyze extensive datasets, AI has achieved 
higher accuracy, sensitivity, and specificity compared to trained cardiologists. Meanwhile, AI proficiency in managing 
complex data enables us to discover unclassified genetic variants. AI can also analyze data extracted from induced 
pluripotent stem cell-derived cardiomyocytes to distinguish BrS from other inherited cardiac arrhythmias. The aim 
of this study is to present a synopsis of the evolution of various algorithms of artificial intelligence utilized in the 
diagnosis of BrS and compare their diagnostic abilities to trained cardiologists. In addition, the application of AI for 
classification of BrS gene variants is also briefly discussed.
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Introduction

Brugada syndrome (BrS) is a rare hereditary 
sodium channelopathy of the heart associated 
with lethal arrhythmias and sudden cardiac 
death (SCD) [1]. It predominantly affects indi-
viduals under the age of 35 and is 8 to 10 times 
more prevalent among men [2]. Its prevalence 
is 3-5 cases in 10,000 among Caucasians, and 
it is 3-5 times higher among East Asians [3]. 
Even though BrS is considered a rare disease,  
it accounts for 20% of SCDs in those with no 
apparent cardiac structural abnormalities [2, 
4].

BrS has an autosomal dominant inheritance 
pattern with incomplete penetrance and vari-
able expressivity. So far, 23 genes have been 
associated with BrS. The most frequently relat-
ed gene is SCN5A, responsible for coding the 
alpha subunit of the sodium channel; however, 
it only accounts for 18%-30% of BrS cases 
[5-7].

The diagnosis of BrS mainly relies on identify- 
ing the disease patterns on the right precordial 
ECG leads (V1-V3). This syndrome has three 
patterns (Figure 1): Type 1 is identified by an 
elevation of the ST-segment by a minimum of 2 
mm, followed by a coved-shaped slope with a 
subsequent negative T wave [8, 9]. Type 2 is 
identified by an initial saddleback ST-segment 
elevation of at least 2 mm, followed by a posi-
tive T wave. Type 3 is identified by an elevation 
of the ST-segment, but it does not exceed a 
maximum of 1 mm [10]. Identifying these ECG 
patterns is challenging due to their transient 
presence. Even the administration of sodium 
channel blockers like flecainide and ajmaline, 
which can provoke BrS patterns, would only 
unmask 33% of asymptomatic Brugada cases, 
leaving a majority of the patients concealed 
[11]. The accurate diagnosis of this disease pri-
marily hinges on the physician’s skills; however, 
even a highly professional practitioner might 
misdiagnose BrS patients with more preva- 
lent differential diagnoses such as ST-elevation 
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Figure 1. Three different types of Brugada patterns with arrows indicating the ST segment elevation.

myocardial infarction (STEMI) or early repolar-
ization and pericarditis [12]. Although the ma- 
jority (approximately 60%) of patients with this 
condition remain asymptomatic, the first symp-
tom is often a life-threatening cardiovascular 
event such as ventricular tachycardia (VT), ven-
tricular fibrillation (VF), or even a mortal condi-
tion such as SCD [13]. 

The issues mentioned above highlight the 
requirement for a more precise and reliable 
screening tool and diagnostic strategy for early 
diagnosis, which is crucial for mitigating lethal 
cardiovascular events and ensuring timely ther-
apeutic interventions.

In recent years, Artificial Intelligence (AI) tech-
nology has witnessed tremendous advances, 
enhancing our ability to process vast datasets 
such as ECG data by leveraging its learning, 
analyzing, and problem-solving capabilities. 
These advancements reduce the health staff 
workload, minimize potential human errors, 
and eliminate time wastage in repetitive tasks.

In the medical domain, the use of AI and 
machine learning is growing increasingly. The 
applications of machine learning in medicine 
include, but are not limited to, analyzing medi-
cal images and detecting infectious disease 
outbreaks to enhance decision-making in sur-
gery. To the best of the authors’ knowledge, 
there is no previous study on the application of 
AI to Brugada syndrome diagnosis before 2020, 
but it has attracted considerable attention 
afterward (Table 1).

This study discusses how AI and machine learn-
ing facilitate the rapid and accurate detection 
of BrS, a rare but fatal cardiac condition [14, 
15]. We evaluated the capability of different 
machine learning models in recognizing the 

pattern of BrS on ECG and compared their diag-
nostic performance with that of trained cardi-
ologists. We also discussed the clinical applica-
bility of machine learning models in daily clinical 
practice and provided a futuristic perspective 
on the topic and potential challenges in diag-
nosing the disease. 

An overview of artificial intelligence models 
utilized in Brugada syndrome

AI is a rapidly growing field that utilizes comput-
ers to create algorithms that mimic human 
thinking. AI can perform tasks such as learn- 
ing, problem-solving, and understanding natu-
ral language, previously exclusive to humans. 
This transformative capability has led to its rec-
ognition as the fourth industrial revolution [16]. 
The use of AI in the medical field has the poten-
tial to revolutionize healthcare practices, mak-
ing the diagnosis of diseases and medical in- 
terventions more efficient and accurate [17]. 
There are numerous models and algorithms in 
artificial intelligence with a vast variety of me- 
dical applications. Some recruit non-image-
based analysis, while others use diagnostic 
algorithms to interpret digitalized image pat-
terns such as ECG records. Here, we introduce 
and categorize the models utilized in Brugada 
syndrome diagnosis as follows (Figure 2; Table 
1).

Machine learning (ML) is the dominant subset 
of AI, associated with algorithms and models 
that can adapt and learn autonomously from 
data without manual programming [18].

ML algorithms can be categorized into four 
main domains based on the learning method 
(Figure 2): Supervised learning, Unsupervised 
learning, Semi-supervised learning, and rein-
forcement [19]. Supervised ML is one of the 



AI in Brugada syndrome

3 Am J Cardiovasc Dis 2025;15(1):1-12

Table 1. A timeline overview of studies employing machine learning models for the detection of Brugada syndrome
Year Author Sample size Machine learning model Outcome
2020 Bonet-Luz [34] 78 ECG leads from 42 mice, consisting of 42 wild-type and 36 SCN5A mutant mice KNN and SVM Accuracy 96% 

2021 Morales [35] Part A: a retrospective study consisting of 300 ECG collected from 75 spontaneous 
BrS, 150 suspected BrS, and 75 controls

Not determined -

2021 Dimitri [36] 156 ECGs were collected from 88 diagnosed BrS patients and 68 healthy individuals ESNs Accuracy 76.9% 

2022 Vozzi [37] A total of 306 ECGs were collected in 4 groups: spontaneous type 1 Brugada pattern, 
drug-induced Brugada pattern, healthy negative Brugada ECG, and healthy controls

ESNs Accuracy 80.2%
Specificity 91%
Sensitivity 74%

2022 Liu [39] Total 4512 ECGs (2257 RBBB ECGs and 2257 non-RBBB ECGs) 
And 552 ECGs (276 ECGs from diagnosed BrS patients and 276 ECGs from non-
Brugada individuals)

LSTM, CNN, and MLT AUC 96% 
Specificity 89.1% 
Sensitivity 88.4% 
kappa coefficient 63% for cardiologists and 78% for AI

2022 Liao [40] Training set consisting of 1190 12-lead ECGs and 380, 12-lead Holters. 
A validation set consisting of 474, 12-lead ECGs and 716, 12-lead Holters

CNN Accuracy 90.5% from ECG and 94.1% from Holters
AUC 97.6% from ECG and 97.5% from Holters
Specificity 90.0% for cardiologists and 97% for AI
Sensitivity 90.70% for cardiologists and 96% for AI
F1 score 77.0%
NPV 97.8%
PPV 67.2%

2023 Micheli [42] 306 ECGs collected from 123 diagnosed BrS patients and 183 negative individuals CNN Accuracy 90.53%
Specificity 92.34%
Sensitivity 87.73%

2023 Pannone [43] 1188 patients DCNN AUC 94.5% and 80.5% before ajmaline

2023 Melo [44] 480 subjects DNN AUC 93.4%
Accuracy 88.4%
Sensitivity 79.6%
Specificity 93.6%

2023 Melo [45] 1455 ECGs for the training set and 387 ECGs from new individuals for the validation 
set

DNN Accuracy 72.4% for cardiologists and 88.4% for AI
AUC 72.2% for cardiologists and 93.4% for AI
Specificity 73.0% for cardiologists and 93.6% for AI
Sensitivity 71.5% for cardiologists and 85.4% for AI
NPV 81.3 for cardiologists and 88.6% for AI
PPV 60.9% for cardiologists and 87.9% for AI 

2023 Zanchi [47] A total of 33,420 P-waves were obtained from 5 minutes of ECG recordings from 123 
individuals (79 BrS+ and 44 BrS-)

KNN, SVM, DT, RF, AdaBoost, GBoost, 
Majority Voting, Stacking, and Bagging

Accuracy 81.4%
Sensitivity 86%
Specificity 73%

2024 Vozzi [38] Group A: 87 spontaneous type1 BrS
Group B: 36 drug induced type1 BrS
Group C: 14 BrS negative drug challenge test
Group D: 169 controls

ESN Accuracy 88.0% For cardiologists and 91.5% for AI 
Sensitivity 86.09% For cardiologists and 87.0% for AI
Specificity of 89.1% For cardiologists and 94.5% for AI
PPV 84.2% For cardiologists and 91.4% for AI
NPP 91.1% For cardiologists and 91.5% for AI

AI, artificial intelligence; AUC, area under the curve; BrS, brugada syndrome; CNN, convolutional neural network; DCNN, deep convolutional neural network; DNN, deep neural network; DT, decision tree; ECG, electrocardiogram; ESNs, echo 
state networks; KNN, K-nearest neighbor; LSTM, long short-term memory; MLT, multi-task learning; NPV, negative predictive value; PPV, positive predictive value; RBBB, right bundle branch block; RF, random forest; SVM, support vector 
machine.
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Figure 2. Classification of machine learning models utilized in Brugada syndrome Diagnosis. CNN, convolutional 
neural networks; DL, deep learning; DT, decision tree; ESN, echo state network; FNN, feedforward neural network; 
KNN, K-nearest neighbor; LSTM, long short-term memory; LR, logistic regression; RF, random forest; RNN, recurrent 
neural networks; SVM, support vector machine.

most common methods for classification and 
risk prediction of cardiovascular diseases. It is 
a method where the algorithm learns from 
labeled training samples to classify and make 
predictions about the test dataset. Deep learn-
ing (DL), logistic regression, support vector 
machine, decision tree, random forest, and 
K-nearest neighbor are some of the supervis- 
ed machine learning models [17]. In contrast, 
Unsupervised machine learning explores unla-
beled data to find patterns and generative fea-
tures without human supervision [20].

DL is a special field of artificial intelligence that 
demonstrates superior performance compared 
to other machine learning methods in learning 
from large and unstructured datasets [18, 21, 
22]. DL basis originated from artificial neural 
networks [23], a subsidiary of supervised ML. 
Artificial neural network algorithms imitate the 
natural neural network architecture and func-
tion of the human nervous system [24]. They 
process the input data through interconnected 
nodes, organized into three layers-input, hid-
den, and output [25]. Feedforward neural net-
works, recurrent neural networks, and convolu-
tional neural networks (CNN) are some of the 
most common algorithms of artificial neural 
networks. Feedforward neural networks are 
typically applied for simple tasks, while recur-
rent neural networks and CNN are recruited to 

analyze more complicated data. CNN is spe- 
cific for image recognition by utilizing the two-
dimensional structure of input data and is 
capable of extracting distinctive features with-
out human intervention. On the other hand, 
recurrent neural networks such as Echo State 
Networks (ESN) and Long Short-Term Memory 
(LSTM) primarily analyze sequential data, such 
as time series and sentence comprehension 
[26-29].

Ensemble learning is a machine learning tech-
nique that solves machine learning problems 
by combining the strengths of multiple inducers 
[30]. It utilizes methods like bagging and boost-
ing to enhance predictive accuracy. Bagging 
improves stability through diverse model train-
ing while boosting sequentially corrects errors, 
refining overall performance iteratively. Ran- 
dom forest is an example of a bagging method, 
while Adaptive boosting (AdaBoost), boosted 
decision trees, and gradient boosting machine 
(GBoost) are examples of boosting methods 
(Figure 3) [31]. 

Artificial intelligence in diagnosis of Brugada 
syndrome

A significant proportion of BrS patients re- 
main asymptomatic until a major cardiovascu-
lar event occurs as their first clinical manifesta-
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Figure 3. Classification of ensemble learning techniques. 

tion. Consequently, timely detection is im- 
perative to prevent sudden death that mainly 
involves young adults. The diagnosis of BrS 
relies on ECG, an affordable, noninvasive, and 
readily available method. However, the rarity of 
BrS has made its diagnosis a challenging and 
elusive task that increases the risk of misdiag-
nosis, as some physicians may not discern the 
Brugada pattern on ECGs. Consequently, the 
syndrome may be overshadowed by more com-
mon conditions that exhibit similar ECG pat-
terns [32].

Recently, AI has aided humans in various 
domains and has made significant improve-
ments in the field of cardiovascular medicine 
[33]. In order to apply machine learning for BrS 
detection, a new method was used for ECG 
analysis in 2020, combining waveform data 
from ECG signals with machine learning algo-
rithms to detect mutations in the SCN5A gene 
of mice. Features were extracted using ECG 
intervals and amplitudes, along with a novel 
mathematical method that involved plotting 
the ECG data to create 2-dimensional pictures. 
They achieved a high accuracy rate of 96%  
by using their novel mathematical method as 
input data for K-nearest neighbor and Support 
Vector Machine to detect SCN5A mutation [34].

In 2021, Morales proposed the BrAID study 
protocol (Brugada syndrome and Artificial 
Intelligence applications to Diagnosis), design- 
ed in 3 parts. Part A was a retrospective co- 
hort that aimed to train ML in diagnosing BrS 
type 1 pattern on ECG. This cohort utilized 300 
ECGs collected from spontaneous BrS patients, 

suspected BrS patients, and 
healthy controls. This part 
aimed to create a novel diag-
nostic strategy for BrS recogni-
tion and assist physicians in 
the diagnosis of Type 1 BrS at 
an earlier point and reduce the 
SCD rate. Part B aimed to cre-
ate a well-developed risk strat-
ification system by utilizing ML 
methods, and part C was per-
formed for a validation study 
[35].

Based on the BrAID platform, a 
study employed 156 ECGs (88 
patients and 68 healthy indi-

viduals) with the application of ESNs for BrS 
detection. The researchers set the first base-
line for detecting BrS using ECG signals. The 
best results were achieved in the validation 
phase using V2 lead of ECG as input, achieving 
a promising test accuracy of 76.9% [36]. Next 
year, they improved the performance of their 
ESNs in a study with a larger dataset of 306 
ECGs, extracting input data from 4 beats, and 
achieved an accuracy of 80.2% by exclusively 
utilizing data extracted from the V2 lead [37]. In 
2024, they further expanded their work and 
made significant enhancements to their ESN 
performance. They divided the study popula-
tion into four groups: spontaneous type 1 BrS, 
drug-induced BrS, BrS negative individuals, 
and a control group (Table 1). Using a single 
beat extracted from the V2 lead as input, they 
trained and evaluated the ESN model. The 
model demonstrated a higher accuracy in dis-
criminating type 1 BrS patterns compared to 
four trained electrophysiology cardiologists 
(91.5% vs. 88.0%). Additionally, the machine 
learning model surpassed expert clinicians in 
sensitivity and specificity (Table 1). Their ma- 
chine learning approach shows promise as a 
diagnostic tool for clinical practice, potentially 
enhancing its performance when exposed to 
larger datasets [38].

Owing to the rarity of BrS, the challenge in pre-
vious studies was the limited and insufficient 
dataset size. To address this issue, Liu used 
LSTM, CNN, and multi-task learning technique 
to employ a two-stage deep learning analysis. 
In the first stage, they trained the source net-
work on a larger dataset of a more prevalent 
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Figure 4. A: RBBB ECGs were utilized to train the source network; B: The target network used the learning in the first 
step along with a dataset of type 1 Brugada ECGs for diagnosis of type 1 Brugada syndrome.

condition. They selected right bundle branch 
block (RBBB) ECGs due to the similar morpho-
logical ECG pattern of RBBB to type 1 BrS. The 
dataset consisted of 2257 RBBB ECGs and an 
equal number of non-RBBB ECGs. Subse- 
quently, they transferred the knowledge gained 
from the source network to a target network. 
The target network was then trained and tested 
using a smaller dataset of 552 ECGs for BrS 
detection, with half of them (276 ECGs) dis-
played type 1 Brugada pattern, which resulted 
in a significant enhancement in diagnostic per-
formance (Figure 4). The model presented in 
this study demonstrated excellent performan- 
ce, with an area under the curve (AUC) of 96%, 
a sensitivity of 88.4%, and a specificity of 
89.1%. Furthermore, the consistency of DL and 
cardiologists with a standard diagnosis was 
evaluated and quantified by kappa coefficient. 
DL outperformed board-certified cardiologists 
(kappa coefficient: 78% vs. 63%) [39]. Sub- 
sequently, Liao made a significant advance-
ment towards providing a reliable and scalable 
screening method by applying deep learning 
algorithms to wearable ECG monitoring technol-
ogy. Their novel approach successfully detect-
ed spontaneous type 1 syndrome in 48% of 
patients who were previously categorized as 
procainamide-induced and in 33% of those 
with suspected disease-preventing potential 
cases from going undiagnosed. Subsequently, 

they applied a CNN method exhibiting strong 
performance with an AUC of 97% for distin-
guishing Brugada type 1 on both 12-lead ECGs 
and 12-lead Holter recordings. Compared with 
cardiologists, it presented the same level of 
accuracy but a higher level of specificity (97% 
vs. 90%). They also took an innovative step to 
enhance risk prediction of malignant arrhyth-
mias in BrS patients. The DL model allows for 
spontaneous BrS type 1 signature detection, 
recognized as the gold standard prognostic fac-
tor in these individuals [40]. 

Another research aimed to enhance the inter-
pretability of CNN models in diagnosing BrS 
from ECG time series data. In the first step, the 
researchers evaluated the CNN model for the 
detection of BrS using a dataset of 306 ECGs 
obtained from the BrAID project. Next, they 
applied Gradient-weighted Class Activation 
Mapping (a method used for creating visual 
explanations for CNN decisions) to understand 
how CNN identifies BrS patients [41]. The pro-
posed approach introduces a tool for visualiz-
ing and understanding specific areas within the 
ECG time series that contribute to the diagno-
sis of BrS. The model achieved superior perfor-
mance compared to the previous works of the 
researchers with an accuracy of 90.5%, speci-
ficity of 92.3%, and sensitivity of 87.7% [36, 37, 
42].
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In a recent study, researchers developed a 
deep convolutional neural network to predict 
the appearance of the BrS type 1 signature 
before the administration of ajmaline. The 
model was trained on ECG tracings from base-
line and during ajmaline infusion from a total  
of 1188 patients. Results showed that the 
machine learning model successfully identified 
BrS type I patterns during ajmaline administra-
tion with an AUC of 94.5%. The model predicted 
the appearance of BrS type 1 pattern on ECG 
before the administration of a sodium channel 
blocker with an AUC of 80.5%, reducing the 
need for invasive drug challenge procedures, 
as 55-70% of all BrS patients are drug-provoked 
[43]. 

Another research group developed a DNN to 
detect the BrS pattern on ECG without the 
administration of a sodium channel blocker. 
The machine learning model was trained and 
validated using two separate cohorts. The inter-
nal validation cohort comprised 370 subjects, 
while the external validation cohort consisted 
of 110 subjects. In the validation cohorts, their 
multivariate machine learning algorithm dem-
onstrated a sensitivity of 79.6%, specificity of 
93.6%, accuracy of 88.4%, and an AUC of 
93.4% for classifying ECGs indicative of BrS. 
Additionally, the DNN model accurately detect-
ed the BrS pattern in all spontaneous BrS 
patients, achieving a perfect 100% accuracy 
rate [44]. Afterward, they extended their work 
and created a DNN model capable of detecting 
the subtle BrS pattern on ECG, unrecognizable 
by the human eye. Unlike traditional approach-
es that rely on the administration of sodium 
channel blockers, the researchers enabled a 
machine-learning algorithm to analyze clinical 
ECGs without the need for provocative drug 
challenges. The DNN model was trained on 
noise-free single heartbeats from a dataset of 
1455 ECGs and demonstrated significant per-
formance in validation datasets. In comparison 
to a highly experienced cardiologist, the DNN 
exhibited superior accuracy, achieving 88.4% 
compared to 72.4% and a higher AUC of 93.4% 
compared to 72.2%. Notably, a trained clinical 
resident achieved only an AUC of 58.2% in the 
classification of ECG data for BrS. This non-
invasive method has the potential to screen for 
BrS without the associated risks of proarrhyth-
mic side effects from drug challenge tests with 
even higher sensitivity and specificity com-

pared to the trained cardiologists, presenting  
a significant advancement in diagnosing the 
electrophysiological signature of BrS [45]. 

Recent research has found that individuals 
with BrS exhibit changes in their atrial charac-
teristics, including abnormal P-wave parame-
ters [46]. Additionally, there is evidence of a 
mismatch between atrial and ventricular ECG 
phenotypes, with abnormalities in P-waves 
being present even without obvious Brugada 
type 1 ECG patterns. In a recent 2023 study, 
researchers successfully employed a machine-
learning model to diagnose BrS patients solely 
based on the characteristics of P-waves. They 
recorded continuous 5-minute 12-lead ECGs 
containing 33,420 P-waves from a total of 123 
individuals, with about two-thirds being BrS 
positive. The ECG signals were processed and 
segmented into 15-second epochs within whi- 
ch P-waves were identified and averaged. From 
80% of these averaged P-waves (2,228), 67 
features were extracted and recruited to train 
nine supervised machine learning models. The 
remaining 20% of averaged P-waves were 
reserved for the testing phase. The study  
also revealed that the P-wave duration in BrS 
patients is relatively longer compared to healthy 
controls (136 ms vs. 124 ms). BrS patients also 
exhibited higher terminal force in lead V1 (2.5 
au vs. 1.7 au). The AdaBoost model demon-
strated the highest performance among the 
nine machine learning models, achieving an 
accuracy of 81.4%, a sensitivity of 86%, and a 
specificity of 73%. These findings open new 
horizons in novel diagnostic approaches for 
identifying BrS, extending them beyond solely 
examining ventricular abnormalities and con-
siders atrial features as well [47].

Artificial intelligence in classification of Bru-
gada syndrome gene variants

As mentioned, BrS is an autosomal dominant 
genetic disorder with variable expressivity and 
incomplete penetrance [6]. Currently, 23 genes 
are implicated in BrS, with the SCN5A gene 
being the most prevalent, accounting for 20-30 
percent of cases [7]. SCN5A gene variants 
include benign, likely benign, conflicting inter-
pretation, pathogenic, likely pathogenic, and 
variants of uncertain significance (VUS). No- 
tably, VUS comprises the majority of these vari-
ants [48]. 
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There has been a substantial increase in identi-
fying genetic variants in cardiac disease, includ-
ing BrS, presenting both significant gains and 
challenges in understanding the clinical rele-
vance of VUS [48]. Identifying pathogenic rare 
variants and VUS continues to be a key focus in 
gene interpretation. Identifying pathogenic vari-
ations and addressing VUS continues to be a 
key focus in clinical genome interpretation. In 
cardiovascular medicine, AI techniques are 
employed to uncover new genotypes and phe-
notypes. For instance, one study delved into 
the functional effects of missense variants in 
voltage-gated sodium and calcium channels. 
Utilizing machine learning, researchers suc-
cessfully predicted likely pathogenic variants, 
achieving an AUC of 85% [49]. 

In another investigation, a disease-specific  
variant classifier was introduced known as 
CardioBoost. This tool determines the likeli-
hood of pathogenicity of rare missense vari-
ants in inherited cardiomyopathies and arrhy- 
thmias. It demonstrated remarkable accuracy 
(precision-recall [AUC] of 96% for inherited car-
diac arrhythmias) in variant discrimination, with 
up to 24% improvement from existing methods. 
It also achieved an accuracy of 91.9% in va- 
riant classification [50]. Furthermore, an adap-
tive rule-based classifier was designed using 
Decision tree and K-nearest neighbor algo-
rithms for the classification of biological data. 
The classifier performance was tested on 148 
Exome data sets from BrS. It accurately classi-
fied 91% of BrS gene variants [51]. These stud-
ies collectively illustrate the growing impor-
tance of AI-driven approaches in unraveling the 
complexities of genetic variations within car- 
diovascular medicine, ultimately advancing our 
understanding and clinical management of 
these diseases.

Machine learning for Brugada syndrome clas-
sification using iPSC-CMs

Detecting and characterizing abnormalities in 
calcium cycling is crucial for understanding 
arrhythmias linked to cardiac disorders. This is 
significant for identifying patient phenotypes 
and enhancing recognition and diagnosis of 
cardiac diseases. Induced pluripotent stem 
cell-derived cardiomyocytes (iPSC-CMs) play a 
vital role in recent studies of genetic cardiac 
diseases as an effective experimental platform 

for modeling cardiac function and various car-
diac abnormalities [52, 53]. While several stu- 
dies have employed iPSC-CMs to classify vari-
ous inherited cardiac arrhythmias, there is a 
notable absence of research utilizing ML to 
analyze data extracted from iPSC-CMs to dis-
tinguish pathogenic mutations and offer a risk 
stratification system based on genotype and 
phenotype, tailored for BrS. In a recent study, 
researchers explored the complexity of data 
involving calcium transient signals obtained 
from iPSC-CMs. They utilized random forests, 
feedforward artificial neural networks, and 
K-nearest neighbor searching to classify seven 
inherited cardiac disease classes along with 
healthy controls. These diseases included hy- 
pertrophic cardiomyopathy, dilated cardiomy-
opathy, long QT syndrome type 1 and 2, BrS, 
and catecholaminergic polymorphic ventricular 
tachycardia. By analyzing calcium transient sig-
nals, the researchers successfully classified 
the genotype of all of the tissue donors of  
iPSC-CMs using machine learning techniques. 
Random forests yielded the highest classifica-
tion accuracies, reaching 68% for all eight 
classes and an average sensitivity of 69.3% for 
BrS classification [54]. Similarly, iPSC-CMs and 
machine learning techniques were leveraged  
in a related investigation to classify different 
inherited cardiac diseases and healthy controls 
based on calcium transient signals. The study 
employed 55 different machine learning algo-
rithms with the highest classification accuracy 
approaching 69% via Random forests. These 
two studies underscore the valuable insights 
provided by iPSC-CMs into disease mecha-
nisms and highlight the promising potential of 
machine learning approaches in disease clas-
sification [55].

Discussion

In recent years, the use of AI in healthcare has 
grown rapidly. The majority of studies in the lit-
erature focus on analyzing ECG for the detec-
tion of BrS. Supervised ML, particularly DL, is 
the most commonly utilized model for detection 
of BrS. Studies employing CNNs and DNNs 
achieved higher accuracy and efficiency in 
detecting BrS. Diagnosing BrS presents chal-
lenges including the intermittent presence  
of BrS patterns on ECGs. Researchers have 
attempted to overcome these issues by using 
innovative approaches like the utilization of 
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24-hour Holter monitoring, which has resulted 
in about a 30% increase in diagnostic accuracy 
[56]. We should highlight the potential chal-
lenge of small dataset sizes due to the rarity of 
BrS cases. To address this issue, a more preva-
lent pathology similar to BrS was recruited to 
train the machine learning model. This strategy 
has notably improved the diagnostic perfor-
mance of BrS [39]. There is a shortage of stud-
ies that gather data from multicenter databas-
es. As a result, the validation of findings and 
the applicability of AI in real-world scenarios 
remain uncertain. It is essential for these 
approaches to be validated in larger-scale clini-
cal studies to ensure their reliability and gener-
alizability [15]. 

There is a great potential for improving BrS 
management and increasing life expectancy  
of these patients given AI significant achieve-
ments in timely diagnosis of BrS. There are 
challenges in analyzing genomic data due to its 
high dimensionality and inconsistency. Despite 
the increasing number of studies employing 
machine learning to interpret complex genetic 
information, there remains a lack of research 
focused on using machine learning models to 
identify pathogenic variants and VUS in BrS 
[51]. However, from the clinical point of view, 
studies have consistently shown that ML algo-
rithms, trained on vast datasets of ECGs, ex- 
hibit superiority in all performance metrics 
including accuracy, AUC, sensitivity, specificity, 
negative predictive value, and positive predic-
tive value compared to even highly experienced 
cardiologists [38, 40, 45, 57]. Machine learn-
ing capability to analyze substantial volume of 
ECGs, discriminate crucial data beyond human 
visual capacity in ECG readings. Its integration 
with wearable ECG technology has the poten-
tial to become a reliable and cost-effective clin-
ical support tool for automated diagnosis and 
monitoring of BrS patients. Due to high specific-
ity that exceeds 90%, AI technology minimizes 
the likelihood of false-positive diagnoses that 
can be emotionally taxing for patients and their 
families [39, 56]. Moreover, it seems that the 
ML models will be sensitive enough to decrease 
the rate of misdiagnosed BrS patients in the 
future. Recent research suggests that machine 
learning models can effectively identify BrS 
based solely on abnormal P-waves. It showcas-
es a promising step forward by illustrating the 
possibility of examining atrial features along-

side the ventricular characteristics [47]. In the 
future, by applying ML we might be able to 
develop guidelines for BrS detection and detect 
patients before the use of invasive drug tests 
and even eliminate them [43].

Generally, the AI models initially could not 
exceed the human eye; however, with the devel-
opment of improved algorithms, their diagnos-
tic abilities could compete the cardiologists.

It seems DL brings about the most desirable 
results among the various AI algorithms. The 
best accuracy obtained so far by DL is 91.5% 
versus 88% for trained experts in Brugada syn-
drome diagnosis. The specificity of AI models 
for diagnosing Brugada syndrome often excels 
their sensitivity by 5.12% on an average basis; 
however, even its apparently lower sensitivity 
outperforms an expert eye. Consequently, it 
seems that AI can potentially be used in clinical 
settings as a reliable assistant for clinicians. 

It is plausible that in the future, by continuous 
improvement in AI models, the diagnostic pat-
tern of Brugada syndrome and other aberrant 
cardiovascular ECGs can be added to monitor-
ing devices or Holter, so any abnormalities in 
the records can be recognized and reported 
automatically and practically instantaneously. 

The importance of this potentiality is especially 
highlighted for rare cardiac arrhythmias, which 
are lethal and more likely to be overlooked or 
misdiagnosed. Although the integration of AI 
algorithms into monitoring and recording devic-
es may be expensive, the decreased burden of 
disease and the number of deaths that are pre-
vented might justify the costs.

Limitation

The difficulty in comparing the study results 
due to the utilization of diverse metrics and  
heterogeneity of ML methods, was a limitation 
in our review. 

Conclusion

Machine learning can detect BrS without the 
use of invasive provocative tests with even 
higher accuracy, sensitivity, and specificity 
compared to trained cardiologists.

By overcoming data complexity, AI can identify 
unclassified genetic variants and perform a 
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precise analysis of complex data from iPSC-
CMs, which enhances disease understanding, 
patient phenotyping, and personalized treat-
ment strategies for BrS.
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