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Abstract: Histopathology, which is the gold-standard for prostate cancer diagnosis, faces significant challenges. 
With prostate cancer ranking among the most common cancers in the United States and worldwide, pathologists 
experience an increased number for prostate biopsies. At the same time, precise pathological assessment and 
classification are necessary for risk stratification and treatment decisions in prostate cancer care, adding to the 
challenge to pathologists. Recent advancement in digital pathology makes artificial intelligence and learning tools 
adopted in histopathology feasible. In this review, we introduce the concept of AI and its various techniques in the 
field of histopathology. We summarize the clinical applications of AI pathology for prostate cancer, including patho-
logical diagnosis, grading, prognosis evaluation, and treatment options. We also discuss how AI applications can 
be integrated into the routine pathology workflow. With these rapid advancements, it is evident that AI applications 
in prostate cancer go beyond the initial goal of being tools for diagnosis and grading. Instead, pathologists can pro-
vide additional information to improve long-term patient outcomes by assessing detailed histopathologic features 
at pixel level using digital pathology and AI. Our review not only provides a comprehensive summary of the existing 
research but also offers insights for future advancements. 

Keywords: Artificial intelligence, machine learning, prostate cancer, pathology, diagnosis, grading, prognosis, 
prediction, treatment

Overview of prostate cancer

According to GLOBOCAN, prostate cancer was 
the 4th most frequently diagnosed cancer in 
2022 (1,466,680 new cases, 7.3% of all cancer 
globally). The highest incidence rates are seen 
in Northern Europe, Australia/New Zealand, 
the Caribbean, and North America, and it is the 
most frequently diagnosed cancer among men 
in almost two thirds (118 of 185) of the world’s 
countries [1]. In the United States, it is es- 
timated that prostate cancer, lung and bron-
chus cancer, and colorectal cancer account for 

almost one half (48%) of all incident cases in 
men, with prostate cancer alone accounting for 
29% of diagnoses in 2024. It is the 2nd leading 
cause of cancer death in men [2].

The occurrence of prostate cancer is the result 
of the combined effects of genetic and environ-
mental factors. Some of the risk factors are 
nonmodifiable, such as age, race, family histo-
ry, and gene mutations [3]. The varying inci-
dence of prostate cancer among different fami-
lies and racial groups suggests the significant 
role of inherited or genetic factors. Genome-
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wide association studies have identified more 
than 290 single nucleotide variants associat- 
ed with prostate cancer [4], with the most com-
mon aberration TMPRSS2-ERG fusions, SPOP 
loss-of-function mutations, FOXA1 gain-of-func-
tion mutations, PTEN-P53-RB1 mutations, as 
well as DNA damage response gene BRCA1, 
BRCA2, MLH1, MSH2, PSM2, ATM which are 
also important in prostate cancer [5]. On the 
other hand, there are some of the risk factors 
which are modifiable, such as cigarette smok-
ing, ultraviolet rays’ exposure, obesity, and met-
abolic syndrome [6].

The vast majority of prostatic cancers are aci-
nar adenocarcinomas [7]. The non-acinar types 
account for about 5-10% of prostate-origin car-
cinomas [7]. The progression and prognosis of 
each histological type of prostate cancer vary 
significantly, and some rare types, such as 
treatment-emergent neuroendocrine prostate 
cancer, progressed from castration-resistant 
prostate cancer, are characterized by an agg- 
ressive clinical course and a poor overall prog-
nosis [8, 9].

Artificial intelligence (AI) is the ability of 
machines to recognize patterns from training 
data, and then apply the learned representa-
tions on new “unseen” data in order to make 
decisions such as classification and prediction 
[10]. AI has been applied in pathology due to 
the machine enabled extraction of quantitative 
features from digital pathology slides using 
high dimensional and predefined computation-
al operations [10]. Prostate cancer serves as a 
significant example for highlighting the poten-
tial advantages of machine learning (ML). In 
this review, we will look back on the historical 
progress and latest developments of AI in the 
diagnosis, prognosis, and treatment of pros-
tate cancer. In addition, we will also present 
some examples of how AI can help in routine 
prostate biopsy practices. Our review aims to 
provide a comprehensive perspective on the 
development of AI in the field of prostate can-
cer pathology and offer insights for future 
advancements.

AI principles

In this section, we provide a very concise over-
view of some key concepts in AI that are refer-
enced throughout this paper. Our aim is to offer 
readers a brief familiarity with these terms and 

ideas, ensuring they can follow the discussions 
and analyses in the subsequent sections. This 
overview is not intended to be comprehensive 
but rather to highlight the essential concepts 
necessary for understanding the content of this 
paper.

Comparative analysis of AI, ML, and deep 
learning

AI is a broad field where machines perform 
tasks adeptly, such as learning, problem-solv-
ing, and decision-making. It involves mimicking 
cognitive functions associated with human in- 
telligence. AI can be classified into two types: 
narrow AI [11] and general AI [12]. Narrow AI, or 
weak AI, is designed to excel at a specific task, 
like diagnosing diseases from medical images 
or creating personalized treatment plans from 
patient data. It operates within well-defined 
constraints, making it highly specialized in its 
field. On the other hand, general AI, or strong  
AI, aims to apply intelligence across multiple 
domains, similar to human intelligence. How- 
ever, achieving this level of AI remains a distant 
goal.

ML is a subset of AI that trains algorithms to 
learn from data and make predictions or deci-
sions without being explicitly programmed for 
specific tasks [13]. In healthcare, ML has 
numerous applications, such as predicting pa- 
tient outcomes, personalizing treatment plans, 
and identifying patterns in medical data. ML 
algorithms learn by recognizing patterns in data 
and making decisions based on the information 
they process. For example, ML can predict the 
presence of a disease in a patient using diag-
nostic tests and historical patient records, or it 
can group patients with similar symptoms to 
target treatments more effectively. This app- 
roach allows for the continuous optimization of 
treatment plans by learning from individual 
patient responses to various interventions and 
their outcomes over time.

Deep learning (DL) refers to a niche of ML, 
where multiple-layered neural networks are 
employed to analyze varied forms of informa-
tion [14]. Every layer in a neural network works 
on part of the input data and this is what 
enables the system to learn complicated pat-
terns and representations. It is remarkable  
how DL has altered various domains, such as 
healthcare, through its excellent performance 
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in major operations including identifying imag-
es, processing natural languages, and making 
predictions. As a result, neural networks which 
form the basis for DL have nodes (neurons) that 
connect to each other within layers. Within 
those nodes, information is processed and 
then forwarded to other layers. This hierarchy in 
data representation allows DL models to tackle 
difficult tasks such as predicting disease out-
comes based on medical imaging analysis or 
genomic models for sequencing DNA strings 
with ease.

Healthcare relies on DL for several critical 
applications [14]. For example, DL algorithms 
can analyze medical images (e.g., X-rays or 
MRIs) to detect anomalies (e.g., tumors or frac-
tures) with high precision. Convolutional neural 
networks (CNNs) are particularly effective for 
image recognition tasks. In addition, DL models 
can predict patient outcomes by processing 
electronic health records (EHRs), which helps in 
proactive patient management through antici-
pating readmission likelihoods or disease pro-
gression. Furthermore, DL models can also pro-
cess and comprehend human language that 
helps to extract important insights from clinical 
notes, research articles, and patient interac-
tions. Diagnosis of condition, treatment recom-
mendations, and patient data management all 
benefit from this feature.

In conclusion, AI mainly refers to the ability of 
machines to exhibit intelligent behavior. Un- 
der AI is ML, which is a technique of getting 
algorithms to learn from data. A more specific 
form of ML is DL that takes care of complex 
tasks using neural networks with different lay-
ers. These technologies can enhance diagnos-
tic accuracy, develop personalized treatment 
plans, and improve patient outcomes through 
advanced data analysis and pattern recogni-
tion within the healthcare sector. It is essential 
to recognize these differences to better lever-
age AI capabilities in clinical medicine.

Types of ML

ML encompasses various techniques that 
enable computers to learn from data, each  
suited to different types of problems. Among 
these techniques are Fully-Supervised Lear- 
ning, Unsupervised Learning, Weakly-Supervis- 
ed Learning, Multiple Instance Learning (MIL), 
and Reinforcement Learning. Each type of ML 

algorithm offers distinct advantages and func-
tionalities that groups can utilize for various 
assignments.

Fully-supervised learning involves training a 
model on a labeled dataset, where the out-
come variable is already known. In this app- 
roach, each training sample consists of an 
input-output pair, with a feature vector as the 
input and the target label as the output. This 
method is commonly used for tasks such as 
fraud detection, image recognition, risk as- 
sessment, and predictive analytics. The effec-
tiveness and success of fully-supervised learn-
ing largely depends on the quantity and quality 
of the labeled data, as well as the choice of the 
model and training algorithm [15].

This type of ML employs various techniques, 
such as the linear regression algorithm, which 
is used to predict the value of the dependent 
variable based on new, unseen data. It models 
the relationship between the input features 
and the target variable to estimate or forecast 
numerical values. Some common subtypes of 
regression algorithms include gradient boost-
ing, random forest, and linear regression [16].

Another commonly used type in fully-super-
vised learning is the classification algorithm, 
which categorizes data into predefined classes 
or labels. These algorithms learn from labeled 
training data, where each example is associat-
ed with a specific class label. The goal of a clas-
sification algorithm is to find a decision bound-
ary or rule that can accurately assign new, 
unseen instances to one of the classes, pre-
dicting the correct label for given input data. 
The model is fully trained on the training data 
and then evaluated on test data before it is 
used to make predictions on unseen data [17].

Unsupervised learning involves training models 
on data without output labels. The goal is to 
look for patterns or hidden structures in the 
data. Common methods include clustering, 
which puts related data points together, and 
dimensionality reduction, which lowers the 
amount of features while keeping important 
information. For tasks like feature extraction, 
anomaly detection, and customer segmenta-
tion, unsupervised learning is employed. Since 
it doesn’t require labeled data, it is especially 
helpful when labeling data is difficult or expen-
sive. Unsupervised ML models, in contrast to 
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supervised learning, learn from data without 
human supervision and independently identify 
patterns and insights. Cluster analysis is the 
most widely used unsupervised learning meth-
od, utilizing clustering algorithms to group data 
points according to how similar their values are 
[18].

Weakly-Supervised Learning deals with situa-
tions where the training data is not fully or 
accurately labeled. This can happen when only 
a small part of the data has labels, the labels 
are not very accurate, or they are not detailed 
enough. The main challenge in weakly-super-
vised learning is to use these limited or imper-
fect labels to create a reliable model. Common 
techniques include semi-supervised learning, 
which combines a small set of labeled data 
with a large amount of unlabeled data, and 
learning with noisy labels, where the model is 
designed to handle incorrect labels. This app- 
roach is useful in real-world situations where 
getting high-quality labeled data is difficult 
[19].

An additional technique for ML is MIL, it is a 
type of weakly supervised learning algorithm 
where training data is arranged in the form of 
bags where each bag contains multiple instanc-
es. In contrast to standard supervised learning, 
instead of providing labels at the instance level, 
they do it at the bag level. A bag is classified as 
positive in MIL if it contains at least one posi-
tive occurrence; otherwise, it is classified as 
negative. The model implicitly infers the labels 
of individual occurrences while learning to 
make predictions at the bag level. MIL is help- 
ful in applications like picture classification, 
where the object of interest may only be pres-
ent in a portion of the image, and drug activity 
prediction, where a medicine’s effectiveness 
may depend on at least one active ingredient in 
a combination [20].

Reinforcement Learning, also called reinforce-
ment learning from human feedback (RLHF), is 
a kind of dynamic programming that uses a 
reward-punishment mechanism to train algo-
rithms. An agent acts in a particular environ-
ment to accomplish a predefined goal in order 
to implement reinforcement learning. Based on 
a predetermined criterion (usually points), the 
agent is rewarded or penalized for its activities, 
which incentivizes it to stick to good practices 
and abandon bad ones. The agent picks up the 

most effective techniques through practice. In 
summary, reinforcement learning enables an 
agent to learn in an interactive environment by 
trial and error using feedback from its own 
actions and experiences. It is most applicable 
in domains such as video game development 
and is frequently used to teach robots how to 
replicate human tasks [21].

In essence, ML includes a range of methods 
designed for certain data kinds and problem 
specifications. While unsupervised learning 
finds patterns in unlabeled data, fully-super-
vised learning uses labeled datasets to train 
models for precise predictions. Weakly-super- 
vised learning makes use of limited information 
to create strong models while handling imper-
fect labeling. MIL focuses on scenarios where 
only high-level labels are available, allowing 
models to infer details from grouped data. 
Behavioral psychology serves as the inspira- 
tion for reinforcement learning, which teaches 
agents to make decisions through interactions 
with their surroundings and optimizes behavior 
based on rewards and penalties. When com-
bined, these methods provide flexible answers 
for a broad variety of practical uses.

Neural networks

A class of ML models called neural networks is 
modeled after the composition and operations 
of the human brain. They are made up of linked 
layers of artificial neurons, each of which can 
carry out basic calculations. An input layer, one 
or more hidden layers, and an output layer are 
the standard components of a neural network. 
After processing information from the neurons 
in the layer above, each neuron in a layer trans-
fers the outcome to the neurons in the layer 
below. Using techniques like backpropagation, 
the network learns by modifying the weights of 
these connections to reduce the difference 
between the expected and actual outputs. 
Since they can recognize intricate patterns in 
data, neural networks are extensively utilized in 
a variety of applications, including speech rec-
ognition, image identification, and natural lan-
guage processing. Neural Networks are the 
foundation of many advanced ML techniques, 
including Convolution neural network (CNNs) 
for image-related tasks and Recurrent Neural 
Networks (RNNs) for sequential data [22].

CNN frequently outperforms other similar al- 
gorithms for image classification. Sample fea-
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tures are extracted by the convolution layer and 
sub-sampling layer, and the feature of sharing 
weights reduces the training parameters of the 
network. CNNs have shown great promise in 
prostate cancer detection and diagnosis, ac- 
cording to recent research. These networks 
perform exceptionally well in automated image 
analysis because they can accurately identify 
malignant cells by processing digital histopa-
thology images. CNNs can assist in the early 
diagnosis of anomalies in the prostate gland by 
analyzing MRI and ultrasound data. CNNs iden-
tify cancer types, grades, and extract compli-
cated traits, which are vital information for cus-
tomized therapy planning. Their impartial and 
consistent analysis improves diagnosis reliabil-
ity by lowering human error [23]. 

RNN is designed to handle sequential input, 
such as text, audio, and time series. RNNs fea-
ture directed cycles formed by their connec-
tions, in contrast to standard neural networks 
that process input data independently. Beca- 
use of their cyclical structure, RNNs are effec-
tively endowed with a memory that enables 
them to store information from prior inputs. 
RNNs can identify patterns and relationships 
over time in a data sequence thanks to this 
memory.

When analyzing a sentence, for instance, an 
RNN can recall the words that came before and 
utilize this context to help comprehend and 
anticipate the words that will follow. RNNs are 
very effective for tasks involving sequential 
data because of this feature. However, because 
of problems like vanishing gradients, ordinary 
RNNs may have trouble with long-term depen-
dencies. The model finds it challenging to learn 
long-range relationships in the data due to  
disappearing gradients, which happen during 
training when the gradients used to update the 
model’s weights get extremely small.

Advanced RNNs, like Gated Recurrent Unit 
(GRU) networks and Long Short-Term Memory 
(LSTM) networks, have been created in order  
to overcome this restriction. By incorporating 
techniques to preserve and control information 
flow over extended sequences, these sophisti-
cated RNNs improve their ability to learn and 
retain long-term dependencies [24]. A study 
published by Azizi S et al. [25] used RNNs for 
prostate cancer detection using analysis of 
Temporal Enhanced Ultrasound (TeUS) on a 

study of 255 prostate biopsy cores of 157 
patients. The findings imply that temporal mod-
eling of TeUS with RNN can greatly increase the 
accuracy of cancer detection compared to ear-
lier studies.

RNNs can be very helpful in the detection and 
diagnosis of prostate cancer when processing 
sequential medical data, such as test time-
series data and patient health records. RNNs 
can offer insights into the course of the di- 
sease by identifying temporal patterns and 
changes over time. This allows medical profes-
sionals to diagnose patients more precisely 
and customize treatment regimens for each of 
their patients. RNNs are an effective tool in 
medical research and treatment because of 
their capacity to manage sequential data; by 
making accurate and timely interventions, 
which may enhance patient outcomes [25].

Multimodal learning

In the ever-evolving landscape of precision 
medicine, multimodal learning is redefining 
diagnostics and patient care by seamlessly  
fusing the heterogeneous, yet complementary 
data streams - ranging from radiological imag-
es, histopathology images, genomic profile and 
molecular biomarkers to clinical information, 
and patient demographics - into a holistic, sin-
gular, and insightful narrative. This approach 
harnesses the unique strengths of each modal-
ity: high-resolution microscopy images reveal 
tissue morphology, while radiology images pro-
vide macro-level and spatial perspective of the 
same organ and genomic data offer insights 
into genetic mutations and expression profiles. 
By harmonizing these diverse datasets, multi-
modal learning aims to enhance the detection 
and classification of diseases, improve prog-
nostic predictions, and identify potential thera-
peutic targets [26]. Through advanced DL and 
ML algorithms, multimodal learning unveils hid-
den patterns and subtle correlations that might 
be missed by human experts alone. This inte-
gration not only can enhance diagnostic preci-
sion but also facilitates personalized treatment 
plans, ultimately leading to more effective and 
targeted patient care.

Clinical applications in prostate cancer 

Diagnosis, grading and quantification 

The original Gleason grading system was es- 
tablished more than half a century ago [27]. It 
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grades prostate cancer based on histological 
patterns viewed at relatively low magnification 
(40 to 100×). It uses five growth patterns 
(Gleason patterns 1-5) to determine a score 
from 2-10 by summing primary and secondary 
patterns. It has been one of the most powerful 
predictors of prognosis in prostate cancer over 
the past 50 years [28]. Overtime, while patholo-
gists have continued to use this system, they 
have also been addressing its shortcomings, 
such as the confusion caused by starting the 
scoring at 6 instead of 1 and the issue of mi- 
xing 3+4=7 and 4+3=7 - two categories having 
distinctly different prognosis [29, 30]. Based 
on the modified Gleason scores, the 2014 
International Society of Urological Pathology 
(ISUP) consensus conference adopted a new 
five-tier grading system (Grade group 1 to 
Grade group 5), offering better stratification 
and prognosis prediction, with distinct 5-year 
biochemical recurrence-free progression rates 
[31]. This ISUP grade group system, now recom-
mended for pathology reports [29, 32], has 
been further updated [33] and used in the  
WHO classification of prostate tumors [34, 35].

Traditionally, the diagnosis, grading and quan- 
tification of prostate cancer have been per-
formed by pathologists examining glass slides 
under a microscope, visually identifying tumor-
specific structures, and providing an overall 
score for the tissue sample, estimating tumor 
volume using the percentage of core involve-
ment and the linear extent of involvement de- 
tected on glass slides. However, as the sample 
volume continues to increase because of MRI 
guided fusion biopsies and saturation biopsies, 
as well as an ongoing shortage of experienc- 
ed pathologists, this traditional workflow has 
shown limitations. In fact, the demand for 
pathologists is quickly outstripping the supply, 
which is limited by the number of trainees and 
has remained steady over the past 2 decades 
[36]. Furthermore, the prognosis and risk strati-
fication of prostate cancer are based on accu-
rate grading and quantification, further stan-
dardization is needed. Here are some major 
concerns and limitations:

1. The traditional pathology workflow has been 
struggling to cope with the enormous work- 
load. Prostate cancer can be multifocal and 
have a heterogeneous Gleason pattern distri-
bution within the same patient [37]. There is 

considerable time spent by the pathologist to 
review each of the 12+ biopsy samples and 
50-100 slides per case [10, 38, 39] and report 
an individual diagnosis Gleason score (grade 
group) for each part/container of prostate biop-
sy specimens, while most slides typically do  
not contain cancer, histopathological analysis 
could be streamlined significantly if these nor-
mal slides could automatically be excluded 
without missing any slides containing cancer. 

2. There can be substantial interobserver vari-
ability in the Gleason grading of a biopsy spe- 
cimen, particularly for pathologists with less 
experience interpreting prostate biopsies. In a 
study in which the interpretations from 29 
pathologists were compared with that of an 
expert in prostate cancer pathology on an aver-
age of 278 samples, only 68 percent of sam-
ples were correctly classified as Gleason score 
<7, 7, or >7 [40]. Therefore, additional training 
may be necessary for those pathologists who 
are unfamiliar with the Gleason grading sys-
tem. Manual estimation of tumor volume is  
subjective and also accounts for interobserver 
variability.

DL was introduced into the diagnosis of whole 
slide image (WSI) in 2016, when Litjens et al. 
initially trained a CNN using manually delineat-
ed and annotated digitized H&E-stained slides 
and yielded a receiver operator characteristic 
area under the curve (ROC-AUC) of 0.99 for dis-
tinguishing malignant from benign in an inde-
pendent set of 270 biopsy slides [41]. In 2017, 
Kwak et al. [42] generated a nuclear seed map 
and trained CNN to detect cancer by recogniz-
ing nuclear architecture, which yielded an AUC 
of 0.974 in 491 tissue microarrays.

Soon after, the manual annotations at the pixel 
level by expert pathologists were found to be 
exhaustive and time-consuming, error prone, 
and not sufficient for generalized use in clinical-
grade, real-world data. In 2019, Campanella et 
al. [43] used a MIL-based DL system, which 
used slide-level diagnosis instead of the exten-
sive time-consuming pixel-wise manual annota-
tions as training methods. The system detected 
malignancy in 24,859 pathology slides derived 
from 7159 prostate cancer patients, achieved 
an AUC of 0.994 for prostate cancer diagnosis, 
and it provided a potential of accelerating the 
clinical workflow by automatically excluding 
65-75% of the slides that a pathologist usually 
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reviews, while keeping a sensitivity of 100%. 
This study demonstrated that the weakly super-
vised MIL system had a clear advantage over 
conventional fully supervised learning, as it 
enables training on massive, diverse datasets 
that cannot be annotated manually at the pixel 
level. 

DL system was applied in Gleason grading by 
Nagpal et al. [44] in 2019 on radical prostatec-
tomy specimens, demonstrating greater accu-
racy in Gleason, more precise quantitation of 
Gleason patterns, finer-grained discretization 
of the differentiation spectrum, and better risk 
stratification. Later, Ryu et al. [45] developed a 
deep neural networks system for automated 
Gleason scoring of core needle biopsy samples. 
They used 1133 cases of biopsy samples to 
train the system and validated it on 700 cases. 
The results showed a substantial diagnostic 
concordance between the system-grade group 
classification and reference standard. 

Since 2020, several AI algorithms for diagnosis 
and Gleason grading have been developed and 
validated using more and more cases. Strom et 
al. [46] trained two CNNs ensembles on a total 
of 6953 digitized slides from needle core biop-
sies obtained from 1069 patients, Bulten et al. 
[47] trained a DL system with 5759 biopsies 
from 1243 patients to grade biopsies following 
the Gleason grading standard, and Negpal et 
al., built on previous research [44], refined a DL 
system showing a significantly higher rate of 
agreement with expert urologic subspecialists 
than general pathologists [48].  

AI assistance improves pathologists’ perfor-
mance at Gleason grading of prostate biopsies. 
Pathologists assisted by the AI system not only 
improved compared with unassisted reads but 
also achieved higher median performance than 
the standalone AI. AI assistance decreased 
variance of performance and reduced observer 
variability between different pathologists, lead-
ing to more consistent Gleason grading scores. 
These results indicate that there is a potential 
benefit of pathologists using AI assistance as  
a supportive tool during diagnosis, especially  
in geographic regions where the number of 
pathologists is limited or subspecialized pathol-
ogists are not available. In these instances, AI 
systems can support pathologists in achieving 
higher grading accuracy and consistency [49]. 

The Paige Prostate AI-based digital diagnostic 
is one such tool that categorizes a prostate 
biopsy WSI as either “Suspicious” or “Not 
Suspicious” for prostatic adenocarcinoma [50]. 
To evaluate the performance of this program  
on prostate biopsies that were collected, pro-
cessed, and independently diagnosed at an 
unrelated institution, it was used to review 
1,876 prostate core biopsy WSI. The results 
were compared to the original pathology diag-
nosis made from the glass slides, showing a 
sensitivity of 97.7%, a positive predictive value 
of 97.9%, a specificity of 99.3%, and a nega- 
tive predictive value of 99.2% in identifying 
core biopsies with cancer in this independent 
dataset [51]. Marketing of Paige Prostate was 
authorized by the US Food and Drug Admini- 
stration (FDA) in 2021 as the first-to-market 
AI-based software designed to identify an area 
of interest on a scanned prostate biopsy image 
for it to be further reviewed and signed off by a 
pathologist. Since then, Paige Prostate has 
undergone further studies [52, 53] and numer-
ous evaluations. One recent study showed that 
the Paige Prostate model demonstrated a high 
stand-alone diagnostic accuracy with a sensi-
tivity of 97.4% and a specificity of 94.8% at the 
WSI level [54]. Moreover, Paige Prostate can 
assist pathologists by increasing their reading 
sensitivity and specificity, both on-site and 
remotely, bringing the performance of non-GU 
pathologists closer to that of GU specialists. 
Importantly, the accuracy gains attributed to 
Paige Prostate were observed across all histo-
logic grades and tumor sizes, regardless of 
patient age, race, and ethnicity [54]. 

In 2020, Pantanowitz and colleagues from IBEX 
developed Galen Prostate [55], a commercial 
diagnosis and Gleason grading algorithm, us- 
ing 1357480 labeled image patches extracted 
from manual annotations on 549 slides. The 
algorithm achieves an AUC of 0.991 for cancer 
detection, 0.941 for distinguishing between 
Gleason ≤6 and Gleason ≥7, and 0.957 for  
perineural invasion.

In 2021, Huang et al. [56] developed a deep 
convolutional neural network-based AI-power- 
ed platform to clearly distinguish prostate can-
cer epithelium from benign glands or epitheli-
um and stroma, segment and label each can-
cer gland or epithelial patch with a correspon- 
ding Gleason pattern on the tissue, then sum 
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those values to generate the Gleason pattern 
volumes, Gleason score, and cancer volume 
with high accuracy at the patch-pixel level 
(AUC=0.92). The pixel method was used to 
measure prostate cancer volume as prostate 
cancer pixels relative to total tissue pixels, and 
the percentages of Gleason patterns as pixels 
of each Gleason pattern relative to total pros-
tate cancer pixels. The results demonstrated 
that with AI assistance, pathologists achieved 
significantly higher concordance in grading and 
quantification compared to traditional manual 
methods, while reducing the time needed and 
improving efficiency in generating a diagnosis.

Bulten et al. published in 2022 the result of the 
Prostate cANcer graDe Assessment (PANDA) 
challenge [57], the largest AI-based histopa-
thology challenge during which international 
teams from 1290 developers competed to 
develop AI algorithms for Gleason grading us- 
ing 10,616 digitized prostate biopsies. This 
competition proved that multiple AI models 
could effectively generalize across diverse 
patient populations from different centers for 
Gleason grading [58]. The representative algo-
rithm had higher sensitivity for tumor (98.2%, 
95% CI of all algorithms 97.4-100.0) than the 
representative pathologist (96.5%, 95% CI of 
all pathologists 95.4-100.0) and higher speci-
ficity (100.0%, 95% CI of all algorithms 90.6-
100.0, versus 92.3%, 95% CI of all pathologists 
77.8-97.8). On average, the algorithms missed 
1.0% of cancers, whereas the pathologists 
missed 1.8% [57]. 

Risk evaluation and prognosis

With AI now capable of diagnosis and grading,  
it is demonstrating an even more significant 
role and that is advancing further to predict 
long-term outcomes. This refinement goes be- 
yond the initial goal of using AI to assist pathol-
ogists in managing workflow challenges. From 
here, pathology, supported by AI, can truly real-
ize its critical potential in bridging and integrat-
ing various aspects of medicine [59]. 

Before AI, in 1998, D’Amico et al., based on the 
clinical TNM stage, PSA level, biopsy Gleason 
score, developed a combined modality staging 
system stratifying patients into groups with a 
low, intermediate, or high-risk of biochemical 
recurrence after radical prostatectomy or radio-
therapy [60]. This model, while broadly accept-

ed and used in both practice and clinical trial 
designs, showed a major shift in patients’ dis-
tribution among risk groups over time [61]  
and its prognostic accuracy remained to be 
improved [10]. Based on the D’Amico mo- 
del, National Comprehensive Cancer Network 
(NCCN) risk categories [62] have been used in 
guidelines and is the most commonly used risk-
stratification tool. However, NCCN may lead to 
over- and under treatment due to a spectrum of 
outcomes still existing within each of the cur-
rent 6 categories (very low risk, low risk, favor-
able intermediate, unfavorable intermediate, 
high and very high risk) [63]. Another widely 
used surrogate risk rating model, the Cancer of 
the Prostate Risk Assessment (CAPRA) score 
[64-66], is also based on risk factors quantifi-
cation, similar to the D’Amico model.

In 2021, Wulczyn and colleagues from Google 
Health [67] developed a Gleason grading AI 
system by introducing a retrospective cohort of 
2807 prostatectomy patients with 5-25 years 
to follow-up, to predict prostate cancer-speci- 
fic mortality and evaluate its risk-stratification. 
This system produced continuous AI risk scores 
with a concordance index (C-index) significantly 
greater than that of the Grade Group from the 
original pathology report, as well as the pathol-
ogist’s Grade Group, demonstrating better risk 
stratification by the AI risk score system [67]. 

Biomedical recurrence is traditionally defined 
as PSA rise again after treatment, indicating 
the regrowth of prostate cancer cells. The risk 
of biochemical recurrence of prostate cancer 
had been assessed in clinical practice through 
a combination of the Gleason grade groups, the 
PSA value at diagnosis, and the TNM staging 
criteria. In 2018, Ren et al. used deep neural 
networks to identify a set of computational  
biomarkers from WSI and genomic data of his-
topathology specimens. The computational bio-
markers showed a recurrence hazard ratio of 
5.73 among Gleason score 7 patients [68]. In 
2022, Pinckaers et al. developed a DL based 
prognostic biomarker by training the DL system 
with H&E-stained histopathological tissue mi- 
croarrays [69]. The prognostic biomarker pro-
vides a strong correlation (odds ratio =3.32) 
with early biochemical recurrence, suggesting 
that there is more morphological information in 
the tissue besides the Gleason grade groups. 
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In 2022, Esteva et al. demonstrated a multi-
modal DL AI (MMAI) system and trained six dis-
tinct models on a dataset of 16,204 histopa-
thology slides and clinical data from 5,654 
patients with a median follow-up of 11.4 years 
[70]. The models were used to predict long-
term, clinically relevant outcomes including 5- 
and 10-year distant metastasis, 5- and 10-year 
biochemical failure, 10-year prostate cancer-
specific survival, and 10-year overall survival. 
The AUC of sensitivity and specificity of these 
models were measured compared to the NCCN 
risk group. The MMAI model consistently out-
performed the NCCN risk groups across all 
tested outcomes, with a substantial improve-
ment in AUC varying from 9.2% to 14.6% [70]. 
Since accurate prediction of distant metastasis 
at 5 and 10 years is particularly important for 
identifying patients who may have more aggres-
sive disease and require additional treatment, 
the MMAI system shows its promising poten- 
tial for personalized prostate cancer therapy  
by predicting long-term, clinically relevant out- 
comes. 

In 2024, Fernandes-Mateos et al. employed DL 
techniques to evaluate morphological hetero-
geneity [71]. This morphological heterogeneity, 
quantified by the Gleason Morisita index, was 
not just a surrogate of some aggressive subpa-
thology, but reflected the dispersion and inter-
mixing of different Gleason patterns within the 
tissue. They also sequenced DNAs in the 
matched tissues to assess genomic intratumor 
heterogeneity. The assessment of morphologi-
cal and genomic heterogeneity was incorporat-
ed into clinical trials with a median follow-up of 
12 years. They demonstrated that both genom-
ic and morphological heterogeneity were inde-
pendent and substantial predictors of recur-
rence (hazard ratio =3.12 and 2.45, respec- 
tively). With the help of DL to calculate “continu-
ous Gleason”, they showed that morphological 
heterogeneity and genomic heterogeneity we- 
re partly related. Furthermore, the combined 
“joint diversity” yielded a hazard ratio of 2.76, 
helping to identify the most genetically and 
morphologically diverse individuals with a much 
poorer prognosis [71].

Treatment options and responses

Current treatments of prostate cancer include 
active surveillance, radiation therapy (external 

beam source and/or brachytherapy), hormone 
treatment (androgen deprivation therapy), sur-
gery (radical prostatectomy), immunotherapy, 
chemotherapy, and ablative techniques (cryo-
therapy, high-intensity focused ultrasound, ph- 
otodynamic therapy with an interstitial laser, 
irreversible electroporation and thermal water 
vapor ablation). Based on clinical stage and 
risk stratification, different treatment strate-
gies are selected either individually or in combi-
nation. Before the application of AI, the NCCN 
guidelines had been used as guidelines to cat-
egorize risk and select treatments. However, 
with the advent of AI in risk prediction, it has 
started to play a role in treatment selection as 
well. 

The first attempt to use AI to predict treatment 
plans and outcomes began in 2022, when 
Nakata et al. [72] studied a relatively small 
group of patients with metastatic prostate can-
cer and predicted the time to castration-resis-
tant prostate cancer (CRPC) by combined an- 
drogen blockade therapy. Digitized H&E slides 
from eligible patients were randomly cropped 
into 224*224 pixel-size jpeg images, creating 
7,440 images from 18 CRPC>30 months 
patients and 5,210 images from 6 CRPC<6 
months patients. These images were used to 
train a DL algorithm, with a CNN applied to pre-
dict the time to CRPC. Then, using 3,399 imag-
es from 8 patients with CRPC>24 months and 
3,727 images from 8 patients with CRPC<6 
months for validation, the prediction accuracy 
proved to be significant.

In 2023, Tsuneki et al. [73] developed a DL 
model to classify prostate cancer into indolent 
(applicable for active surveillance) and aggres-
sive (necessary for definitive therapy). The 
model was trained using a combination of 
transfer, weakly supervised, and fully super-
vised learning approaches to 1,300 core nee-
dle biopsy WSIs, achieving AUC of 0.846 for 
indolent and 0.98 for aggressive. This study 
showed how AI can assist in identifying suitable 
patients for active surveillance.

Also in 2023, Spratt et al. [74], based on the 
MMAI system developed by Esteva et al. [70], 
built a predictive model to determine whether 
patients would benefit from short-term andro-
gen deprivation therapy (ADT) over a 15-year 
outlook for distant metastasis and prostate 
cancer-specific mortality. The model was vali-
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dated in a clinical trial which randomly assigned 
patients to radiotherapy plus or minus 4 mon- 
ths of ADT. The validation results showed that 
patients whose predictive models were positive 
for 15-year distant metastasis and 15-year 
prostate cancer-specific mortality were more 
likely to benefit from radiation plus short-term 
ADT regimen, whereas patients whose predic-
tive models were negative for 15-year distant 
metastasis and 15-year prostate cancer-specif-
ic mortality were less likely to benefit from ADT 
[74]. This study showed that the MMAI predic-
tive model was able to identify candidates from 
a broad range of patients from over 500 cen-
ters for personalized treatment options. 

Practical uses of AI in routine pathology 
services

Although AI has demonstrated great potential 
in prostate pathology, the practical use of AI  
in routine pathology diagnosis has not been 
widely accepted [75]. There are many hurdles 
in adoption of AI based pathology systems [76]: 
1) lack of necessary digital infrastructure to 
support AI based systems; 2) upfront high cost 
of digital equipment and AI software, espe- 
cially in low-resources settings; 3) shortage of 
trained professionals who are skilled in both 
digital pathology and AI; 4) lack of robust IT and 
AI support and specialists which can manage 
and troubleshoot these advanced systems;  
5) concerns of regulatory standards and eth- 
ics; 6) accessibility of clinically suitable Image 
Management System (IMS) and AI systems for 
routine clinical use; 7) lack of first-hand experi-
ence of AI-based pathology and misperception 
of AI technology by conventional pathologists, 
etc.  

In this section, we present some potentials of 
AI-based pathology in routine pathology prac-
tice, focusing on the improvement of workflow 
of laboratories, enhancement of efficiency of 
pathologists, and providing additional informa-
tion to clinicians based on histopathology.

When glass slides are digitized using a scanner, 
some defects in images may happen which are 
not encountered in transitional glass slides. 
Blurry images are commonly seen in digital 
images, especially when using high throughput 
WSI scanners. The rate of blurry images varies 
depending on different scanners. Campanella 
et al. [77] reported a blurry rate up to 17% and 

developed a blur detection method using CNNs. 
The accuracy of feature-based and deep-learn-
ing based approaches for sharpness classifi- 
cation was (99.74% accuracy) and regression 
(MSE 0.004). The author demonstrates superi-
or performance over the state-of-the-art QC 
pipeline comprising commercial software and 
human expert inspection by reducing the error 
rate from 17% to 4.7%. Our own experience of 
blurry images in prostate core biopsies can be 
as high as 10%, which adds additional burden 
to laboratory staff for retrieval of the slides to 
rescan and causes delay of pathologist review 
and release of reports. In order to identify those 
blurry images, our AI model is able to detect 
and flag the blurry images in our IMS. This 
allows staff to quickly identify blurry images 
and assess the level of blurriness and rescan 
immediately, if necessary, before filing the 
slides. When pathologists are ready to review 
the cases, blurry images have already been 
corrected, therefore improving the efficiency of 
review and release reports by pathologists.

Another scanning defect is missing small ti- 
ssue which may carry significant consequenc-
es. Many of the scanners are set to minimize 
scanning area to reduce unnecessary increase 
of image size. As a result, some small frag-
ments away from main tissue may not be in 
scanning areas. Atallah et al. [78] reviewed 
40,160 breast WSIs were examined and com-
pared with their corresponding glass slides. 
The frequency of missing tissue ranged from 
2% to 19%. The area size of the missed tissue 
ranged from 1-70%. In most cases (>75%), the 
missing tissue area size was <10% and periph-
erally located. AI can be very useful in identify-
ing missing small fragments on slide based 
WSIs.

AI assisted digital pathology can improve work-
flow of prostate biopsy review and sign-out. 
After scanning of the slides, the images can be 
organized in ordinary slide tray format and 
assigned to a pathologist for review by pre-
established laboratory criteria [76]. In our sys-
tem, it is designed that AI prescreen all pros-
tate biopsies and identify biopsies with can- 
cerous tissue. The cancerous areas are high-
lighted and the cases with cancer are flagged 
so that pathologists can review positive cases 
first and get the reports out sooner, resulting  
in significant improvement of turn-around-time. 
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Figure 1. Significant breakthroughs and advancement so far. A. AI application as prostate cancer detection and 
grading tool. B. The application of AI prognostic model in the long-term outcomes of prostate cancer. C. The applica-
tion of AI prediction model in treatment prediction based on long-term outcomes.

Furthermore, our AI is also trained to identify 
small focus of tumor or focus of atypical glands 
where PIN4 immunostain may be required. 
Those cases require PIN4 immunostains will be 
flagged and reviewed by a pathologist to deter-
mine if PIN4 is indeed necessary. This process 
further improved turn-around-time and patholo-
gist’s sign-out efficiency. In fact, our experience 
demonstrated a significant reduction of PIN4 
immunostain requests since AI is able to add 
additional confidence for pathologists to render 
a correct diagnosis. 

One of the time-consuming tasks in reviewing 
and generating pathology reports of prostate 

biopsy is accurate classification of Gleason 
scores, tissue and tumor length measure-
ments, and adding additional information such 
as percentage of Gleason 4 pattern and peri-
neural invasion. With the assistance of AI, cre-
ation of pathology reports becomes easier, 
faster and more accurate since all these pa- 
rameters can be provided by AI models. 
Pathologists only need to transfer the informa-
tion to reports or confirm the information that 
has already been pre-populated in the report. 
As studies showed, AI is more accurate in de- 
termining Gleason patterns and tumor volume 
[55, 58]. Finally, the correct information is criti-
cal in patients’ management since clinical stag-
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Figure 2. Future perspectives of how AI assists pathology in playing a critical role in various parts of medicine. Blue 
color indicates the patients’ status and treatment options, which have already been involved in research. Green 
color indicates that there are more personalized patients’ status and more abundant treatment options, which can 
be assessed with the application of AI assisted pathology.

ing and risk stratification (NCCN) are based on 
pathology information.

Summary and future perspectives 

Through this review, we can observe the devel-
opment of AI over the past decade. There have 
been at least four significant breakthroughs 
and advancements so far. The first breakth- 
rough was the introduction of AI in pathology, 
where learning was fully supervised and relied 
on manually annotated slides. The second 
breakthrough occurred when the DL systems 
were trained to recognize WSI independently  
of human annotation in a weakly supervised 
mode to detect the presence of cancer and 
even grading. This AI detection and grading  
tool has become so advanced that one has 
received FDA approval. The third breakthrough 
was that AI was no longer limited to detection 
and grading but also focused on the long-term 
outcome of patients. This is how AI prognostic 
models work, using clinical features and all the 
image information from digitized H&E stained 
slides to provide detailed prognostic evalua-
tions for patients. The fourth breakthrough 
most recently developed involves incorporating 
treatment options into the prognostic model, 
creating a prediction model for better treat-
ment selection based on long-term outcomes 
(Figure 1). 

The exciting advancements motivate us to 
forge ahead. The current prediction models 

indicate a promising direction where AI can be 
trained with a variety of treatment options, 
enabling personalized predictions for treat-
ment outcomes. With DL algorithms, diverse 
inputs and outputs can be incorporated into 
the training system. In addition to clinical fea-
tures outlined by current guidelines, one can 
now integrate patients’ non-modifiable and mo- 
difiable risk factors, their overall health status, 
past medical history, disease progression, and 
even their socioeconomic status - areas often 
underrepresented in clinical practice. Moreover, 
with the support of AI’s precise image interpre-
tation and powerful comprehensive analysis, 
we can study types of prostate cancer that are 
difficult to grade using Gleason system, such  
as ductal cell carcinoma and treatment-emer-
gent small cell neuroendocrine prostate can-
cer, allowing us to provide treatment options for 
these rare histological types, which currently 
have a poor prognosis. Moving towards more 
precise and personalized patient care, our ulti-
mate goal is to achieve better long-term out-
comes and improve patients’ quality of life 
(Figure 2). 
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