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Abstract: Deep learning methods are powerful analytical tools for large-scale data analysis. Here, we introduce 
DeepCIA as a novel diagnostic deep-learning model for cancer type identification using a class activation map via 
transcription factor expression. Although many deep learning researches attempts have recently been made in rela-
tion to cancer diagnosis, there are difficulties in using cancer data due to a large-scale problem. Therefore, From The 
Cancer Genome Atlas (TCGA) and International Cancer Genome Consortium (ICGC) public databases, we selected 
transcription factor expression profiles of eight cancer types. TCGA included 3496 samples and divided the train 
and validation sets in an 8:2 ratio. ICGC included 552 samples and was used as a test set for external validation. 
To compare the performance of 1D-CNN models, we also used SVM and KNN from machine learning. In external 
validation, 1D-CNN showed a high average accuracy of 98% and was superior to support vector machine (SVM) and 
k-nearest neighbor (KNN) with a difference in the accuracy of 10-12%. Also, 1D-CNN performed very well in several 
performance metrics (98.2% Recall, 98.1% Precision, 98.2% F score, 99.8% Specificity, 99.8% AUC, and 99.0% 
Balanced Accuracy). In each data set evaluation, 1-network, 5-network, and 2-network with high accuracy were 
selected and visualized through the Class Activation Map. We identified the Cys2Hys2 zinc finger group with the 
highest distribution across all cancer types. Collectively, DeepCIA can be used as a decision support system for can-
cer and a classifier for diagnosing unknown primary cancer, while emphasizing its usefulness in cancer diagnosis.
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Introduction

Recent advances in deep learning systems 
based on multi-layer neural networks have ena-
bled large-scale data analysis. Deep learning is 
a concept derived from artificial intelligence 
neural networks, and complex structural pat-
terns and corresponding features can be 
extracted through learning after inputting large-
scale data [1]. Convolutional Neural Network 
(CNN) is a subset of deep learning that uses a 

mathematical convolution method to extract 
features from input data by performing inten-
sive computations of nonlinear relationships 
over numerous hidden layers. CNN has recently 
proven to be a powerful analytical tool for clas-
sification, not only in image data but also in 
non-image data. For example, there are three-
dimensional deep learning systems that predict 
lung cancer risk using images obtained through 
computed tomography [2], and deep learning 
models that predict cancer types based on 
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gene expression data [3]. Cancer type classifi-
cation based on gene expression values use 
2-D convolutional neural networks and show an 
accuracy of approximately 95% [4]. In these 
methods, the size of data transmitted inside 
the network is continuously reduced by convo-
lution, resulting in low-resolution data, and 
making it impossible to specify a single gene 
that affects cancer classification. 

Class activation map (CAM) is a visual tool used 
for image classification. The CAM appears by 
calculating the weighted sum of the feature 
maps according to the final convolutional layer, 
weighting the fully connected layers according 
to how much each activation contributes to the 
final score for that class. These CAMs provide 
qualitative insight into neural networks by visu-
ally understanding information trained through 
network learning and are mainly used to clas-
sify medical images and find lesions. Re- 
presentative studies include chest X-ray abnor-
malities [5] and localization of diabetic retinop-
athy lesions.

Cancer is one of the most life-threatening 
genetic diseases, and early and accurate can-
cer classification contributes significantly to 
progress in the medical field. In other words, 
accurate and rapid diagnosis of cancer types 
determines the survival and lifespan of cancer 
patients [6]. Cancer classification has clear 
limitations in that it is difficult to classify cancer 
types based only on morphological characteris-
tics, and there is a bias in tumour identification 
by experts [7, 8]. For this reason, it is estimated 
that about 10-20% of all cancer cases are mis-
diagnosed, and it is estimated that more than 
40,000 cancer patients die each year due to 
misdiagnosis or delay in diagnosis [9]. There- 
fore, several studies highlight the importance 
of developing cancer diagnosis supporting sys-
tems for improving the survival rate and quality 
of life of cancer patients and for the diagnosis 
of cancer of unknown primary sites (CUPs) [10]. 
Recent advances in sequencing technology 
have created public databases called The 
Cancer Genome Atlas (TCGA) [11] and the 
International Cancer Genome Consortium 
(ICGC) [12]. Therefore, many researchers can 
easily acquire large-scale gene expression pro-
files. However, it is very difficult to classify vari-
ous types of cancer because different plat-
forms of sequencing devices have different 

quantification methods [13]. While some 
researchers have tried to distinguish cancer 
types using gene expression profiles, there 
have been no notable achievements [14]. 
Omics data are composed of a high-dimen- 
sional structure containing more than 20,000 
genes, resulting in a dimensional curse that 
degrades the performance of cancer classifica-
tion [15, 16]. Thus, proper gene selection may 
be an important factor in cancer type 
classification.

Transcription factors (TFs) are proteins that 
regulate the transcription of fragment DNA into 
messenger RNA by binding to a specific DNA 
region. This plays a central role in the most 
important cell processes such as intracellular 
metabolism, cell cycle regulation, and cell dif-
ferentiation [17]. TFs are also known to be 
involved in human cancer [18]. Dysregulated 
transcription factors mediate aberrant gene 
expression, and transcription factor activity is 
altered in numerous cancer types via various 
mechanisms [19]. Further, high expression of 
some transcription factors is correlated with 
poor prognosis and chemoresistance [20]. 
Based on DNA-binding motifs, TFs can be cat-
egorized into classical zinc fingers (ZFs) [21], 
homeodomains [22], and basic helix-loop-helix 
[23]. Interestingly, Cys2His2 (C2H2)-type zinc 
fingers (ZFs) are the largest group of all zinc fin-
ger motif classes, and zinc fingers can also pro-
vide protein-protein and RNA-protein interac-
tions [24]. Proteins containing the C2H2 ZF are 
trans regulators of gene expression and play an 
important role in cellular processes such as 
development, differentiation, and suppression 
of malignant cell transformation [25]. Fur- 
thermore, targeting transcription factors, in 
combination with other chemotherapeutics, 
could emerge as a better strategy to treat 
cancer.

In this paper, we created a new cancer classifi-
cation model by combining the 1-dimensional 
convolutional neural network (1D-CNN) with 
class activation map (CAM), an image visualiza-
tion technology, based on the expression pro-
files of 1462 transcription factors included in 
eight cancer types of TCGA and ICGC. Finally, 
DNA binding domain groups and transcription 
factors important for cancer diagnosis and 
classification were obtained. Our diagnostic 
model is expected to provide new biological 
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insights to cancer biologists. It also suggests 
the possibility of providing a new perspective 
on clinical decision support systems and adju-
vant therapy for cancer of unknown primary 
sites.

Materials and methods

Flowchart summarizing the study design

Flowchart summarizing the study design is 
shown in Figure 1: All data were acquired from 
TCGA and ICGC, and TFs gene selection and 
pre-processing were performed for input to the 
network. 1D-CNN learning results obtained vis-
ualization using CAM for cancer classification 
accuracy and cancer type. 1D-CNN was per-
formed using an NVIDIA GeForce RTX 2080 Ti 
GPU with SF-2000F 14HP power and it takes 
about 250-300 minutes to train one network. 
The programming languages used for all work 
were MATLAB 2020a (MathWorks, Natick, 
Massachusetts) and R statistical software ver-
sion 4.0.5. 

Dataset

TCGA was downloaded using the GDCquery 
function of the TCGA biolinks package in R  
software [26]. The GDCquery function has 12 
parameters; of these parameters, project, 
data, category, data type, and workflow type 
are used in this study. To develop and validate 
the classification system, we selected eight 
cancers using RNA sequencing data from both 
TCGA and ICGC databases; these include 

Breast invasive carcinoma (TCGA-BRCA), 
Lymphoid Neoplasm Diffuse Large B-cell 
Lymphoma (TCGA-DLBC), Head and Neck  
squamous cell carcinoma (TCGA-HNSC), Clear 
cell renal cell carcinoma (TCGA-KIRC), Ova- 
rian serous cystadenocarcinoma (TCGA-OV), 
Pancreatic adenocarcinoma (TCGA-PAAD), Pro- 
state adenocarcinoma (TCGA-PRAD), and Sar- 
coma (TCGA-SARC). Arguments correspond- 
ing to each parameter were set as: data.cate- 
gory = ‘Transcriptome Profiling’; data.type = 
‘Gene Expression Quantification’; workflow. 
type = ‘HTSeq-Counts’. ICGC provides sequen- 
ce-based gene expression data from the ICGC 
Data portal (https://dcc.icgc.org/). Therefore, 
TCGA includes eight cancer types: BRCA, DLBC, 
HNSC, KIRC, OV, PAAD, PRAD, and SARC. The 
ICGC includes eight cancer types: breast  
cancer-Very young women (BRCA-KR), Ma- 
lignant Lymphoma-DE (MALY-DE), Oral cancer-
IN (ORCA-IN), Renal cell cancer-EUFR (RECA-
EU), Ovarian cancer-AU (OV-AU), Pancreatic 
cancer-AU (PACA-AU), Prostate cancer-Adeno-
carcinoma (PRAD-FR), and Soft tissue cancer-
Ewing sarcoma-FR (BOCA-FR). The detailed 
patients’ information of included cohorts is 
described in Supplementary Table 1. Due to the 
retrospective nature of this study using only 
publicly available data, ethics approval was not 
required.

Data pre-processing

For eight cancer types of TCGA, the parts cor-
responding to the ‘Primary Tumor’ category 
were extracted. Genes overlapping in eight can-

Figure 1. Flowchart summarizing the study design.
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cers were processed by setting the median 
value through the R function ‘aggregate’. In 
ICGC, MALY-DE, RECA-KR, OV-AU, PACA-AU, 
PRAD-FR, and BOCA-FR are indicated as 
ensemble gene IDs; hence, they were changed 
to symbol gene IDs using the R function ‘bitr’. 
Like TCGA, ICGC was also treated by setting 
overlapping genes as the median value using 
the R function ‘aggregate’. A list of gene and 
DBD information for transcription factors was 
provided by Lambert et al [27]. To match the 
number of input values required for network 
learning, 1462 transcription factors that are 
equally included in TCGA and ICGC cancer 
types were selected (Table 1), and a matrix  
was composed of TFs gene names in rows and 
samples in columns. Then, to reduce the range 
of TFs gene expression values, the generated 
raw read count matrix was applied to each 
value using y = log2(x + 1). To perform five-fold 
cross-validation of network learning, the part 
corresponding to 20% of each cancer type was 

ed classification layer calculated class weight 
by dividing the total number of data by the num-
ber of samples and applied it to the loss func-
tion to minimize the data imbalance [28]. The 
network was trained for 100-102 epochs using 
the Adam optimizer with an initial learning rate 
of 3e-5 and a mini-batch size of 8. Five-fold 
cross-validation was used to train the deep 
neural network and to test the performance. To 
compare cancer classification performance, 
the 1D-CNN model and its performance were 
compared using machine learning methods 
k-nearest neighbor (KNN) and support vector 
machine (SVM).

Statistical analysis

The analysis was conducted using MATLAB 
2020a (MathWorks, Natick, Massachusetts). 
The MATLAB package ‘confusionmat’ was used 
to visualize a confusion matrix chart between 
groups of actual and predicted cancer types. 

Table 1. Number of samples and transcription factors 
for each cancer
TCGA cohorts No. of samples No. of transcription factors
BRCA 1102 1462
DLBC 48 1462
HNSC 500 1462
KIRC 538 1462
OV 374 1462
PAAD 177 1462
PRAD 498 1462
SARC 259 1462
ICGA cohorts No. of samples No. of transcription factors
BRCA-KR 50 1462
MALY-DE 105 1462
ORCA-IN 40 1462
RECA-EU 91 1462
OV-AU 93 1462
PACA-AU 91 1462
PRAD-FR 25 1462
BOCA-FR 57 1462
BRCA: Breast Invasive Carcinoma; DLBC: Lymphoid Neoplasm 
Diffuse Large B-cell Lymphoma; HNSC: Head and Neck Squamous 
Cell Carcinoma; KIRC: Clear Cell Renal Cell Carcinoma; OV: Ovarian 
Serous Cystadenocarcinoma; PAAD: Pancreatic Adenocarcinoma; 
PRAD: Prostate Adenocarcinoma; SARC: Sarcoma; BRCA-KR: Breast 
Cancer-Very Young Women; MALY-DE: Malignant Lymphoma-DE; 
ORCA-IN: Oral Cancer-IN; RECA-EU: Renal Cell Cancer-EUFR; OV-AU: 
Ovarian Cancer-AU; PACA-AU: Pancreatic Cancer-AU; PRAD-FR: Pros-
tate Cancer-Adenocarcinoma; BOCA-FR: Soft Tissue Cancer-Ewing 
Sarcoma-FR.

passively split and cross-linked for each 
cancer type. To input data into 1D-CNN, it 
was necessary to convert the data from 
the existing one-dimensional matrix data 
into a two-dimensional grayscale image. 
So, the image was reconstructed from a 
1462 × 1 array to a 38 × 39 image by add-
ing zeros to the last line, then normalized 
to have pixels in the range [0, 1].

TFs network structure and network train

The 3496 images obtained from TCGA 
data were divided into a train set and a 
validation set with a ratio of 8:2. All 552 
images obtained from the ICGC data were 
used as the test set for external valida- 
tion. The 1D-CNN structure consists of 14 
layers as shown in Figure 2. A 1D-grays- 
cale image (38 × 39) is input and passed 
through a convolution layer consisting of a 
filter size of 1 × 1. The weights initializer 
built into the convolution layer uses  
Glorot to initialize the weights. Batch-
normalization initializes the parameters  
by setting the channel offset to zero and 
the channel scaling to ones. The Relu layer 
is activated by setting all input values less 
than zero to zero. The dropout layer sets 
the dropout probability to 50%. The sizes 
of the three fully connected layers were 
1482, 741, and 8, respectively. The weight-
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The ‘multiclass_metrics_common’ package 
was used to evaluate metrics for performance 
comparison. Using the ‘perfcurve’ package, we 
generated an average ROC curve for eight can-
cer types in each network and obtained area 
under the curve (AUC) values.

Metrics for performance comparison

Accuracy (1), Precision (2), Recall (Sensitivity) 
(3), F1-score (4), Specificity (5), Balanced 
Accuracy (6) and AUC values from the ROC 
curve were used to evaluate the performance 
of the models.

Accuracy
TP FP FN TN

TP TN=
+ + +

+                       (1)

Precision
TP FP
TP=
+                                         (2)

( )Recall Sensitivity
TP FN
TP=
+                         (3)

1
2

F score
Recall Precision
(Recall Precision)=

+
# #

              (4)

Specificity
FP TN
TN=
+                                       (5)

2Balanced Accuracy
Sensitivity Specificity

=
+

  (6)

TP, True Positive; FP, False Positive; FN, False 
Negative; TN, True Negative. 

2-D class activation map (CAM)

To obtain a two-dimensional CAM (class activa-
tion map) image after network training, we cal-
culated the activation score of the image in a 
specific ‘Relu’ layer following the 1 × 1 convolu-
tional layer using the trained neural network 
and data storage image. Therefore, CAM imag-
es for each cancer type were acquired and min-
max normalization was performed so that the 
pixels were in the range [0, 1]. Next, the aver-
age CAM image was obtained by calculating the 
arithmetic mean of the CAM matrix by cancer 
type, excluding the samples corresponding to 
misclassification in each data set, and treating 
values below the threshold of 0.4 as zero 
values.

Results

Patients’ characteristics

The differences in the distribution of age, stage, 
race, and gender, which are clinical information 
for cancer patients in TCGA and ICGC, are con-
firmed in Supplementary Table 1.

Classification performance of cancer type clas-
sification using 1462 TFs

The performance evaluation of the SVM, KNN, 
and 1D-CNN are listed in Table 2 and 
Supplementary Tables 2, 3. For the three mod-
els, Accuracy, Precision, F-score, Specificity, 
Recall (sensitivity), AUC, and Balanced Accuracy 

Figure 2. Architecture of 1D-CNN. The network structure consists of 14 layers. The network structure consists of a 
1 × 1 convolution layer, 3 batch-normalization layers, 3 relu layers, 3 fully connected layers, 1 dropout, 1 softmax, 
and 1 weighted classification layer.
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Table 2. Performance evaluation of TCGA and ICGC classification trained only by 1462 transcription 
factors

TCGA train set Accuracy Precision F_score Recall 
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.9925 0.9796 0.9862 0.9937 0.9990 0.9998 0.9964
2-network 0.9918 0.9747 0.9837 0.9941 0.9989 0.9999 0.9965
3-network 0.9921 0.9791 0.9862 0.9941 0.9989 0.9997 0.9965
4-network 0.9921 0.9796 0.9866 0.9944 0.9989 0.9999 0.9967
5-network 0.9900 0.9672 0.9783 0.9921 0.9986 0.9998 0.9954

TCGA validation set Accuracy Precision F_score Recall 
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.9886 0.9571 0.9717 0.9924 0.9985 0.9998 0.9955
2-network 0.9915 0.9785 0.9844 0.9913 0.9988 0.9993 0.9951
3-network 0.9871 0.9671 0.9763 0.9881 0.9982 0.9988 0.9932
4-network 0.9914 0.9788 0.9863 0.9946 0.9988 0.9997 0.9967
5-network 0.9942 0.9815 0.9874 0.9941 0.9992 1 0.9967

ICGC test set Accuracy Precision F_score Recall 
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.9819 0.9782 0.9796 0.9816 0.9974 0.9976 0.9895
2-network 0.9891 0.9874 0.9871 0.9871 0.9985 0.9983 0.9928
3-network 0.9873 0.9862 0.9867 0.9875 0.9982 0.9984 0.9929
4-network 0.9783 0.9753 0.9760 0.9772 0.9969 0.9976 0.9871
5-network 0.9819 0.9782 0.9795 0.9816 0.9974 0.9984 0.9895

were all higher than 98% to 99% in the train 
and validation set. However, in the test set, the 
SVM model showed an average accuracy of 
88%, the KNN model 85.4%, and the 1D-CNN 
98.4% average accuracy (Figure 3). When com-
paring the two machine learning models and 
1D-CNN, the 1D-CNN model had the better per-
formance than other models in all aspects. In 
addition, ROC curves were drawn for individual 
networks (1D-CNN) in each data set and high 
AUC values of 99% were obtained (Figure 4).

Performance evaluation of 1D-CNN using the 
confusion matrix

We created a confusion matrix of 1-Network, 
5-Network, and 2-Network with the highest 
accuracy in each dataset and visualized it as a 
heatmap (Figure 5). Figure 5A shows that nine 
samples of BRCA, four samples of HNSC, four 
samples of KIRC, two samples of OV, and two 
samples of PAAD were misclassified, and the 
remaining three cancer types were correctly 
classified. Next, Figure 5B shows that two sam-
ples of BRCA, one sample of KIRC, and one 
sample of PAAD were misclassified, and the 
remaining five cancer type samples were cor-

rectly classified. As shown in Figure 5C, one 
sample of BRCA-KR, two samples of ORCA-IN, 
and three samples of PACA-AU were misclassi-
fied, and the remaining five cancer types were 
correctly classified.

Visualization of cancer type classification us-
ing 1462 TFs

Figure 6 shows the 1-network, 2-network, and 
5-network with the highest accuracy among the 
trained networks from each data set and dis-
play visual information for eight cancer types 
using CAM. In the activation map, blue (low) to 
red (high) indicates the degree of crystalline 
influence of major genes by cancer type.

Cumulative importance of TFs domain binding 
group using intensity values of CAM

For each cancer type, 146 TFs and 146 DNA 
binding domains (DBDs) were selected as the 
top 10% of intensity values in the CAM. For 
each cancer type in all data sets, only the top 
10 overlapping genes are listed (Table 3) and 
the correlation between top 10 TFs and each 
cancer is described in Supplementary Table 4. 
The top 10 overlapping transcription factors 
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Figure 3. Performance of each classifier in external validation. The graph is the average of 5 individual networks of 
each model, SVM, KNN, and 1D-CNN. SVM has the lowest 88% accuracy compared to KNN and 1D-CNN. 1D-CNN 
has the highest accuracy of 98.4%. In addition, 1D-CNN shows the highest number in several performance evalu-
ation metrics.

are the most important genes for the DeepCIA 
to classify the cancer types (Table 3 and 
Supplementary Table 4). Core transcription fac-
tors have reported the functional role in each 
cancer and these genes regulate downstream 
targets depending on cell-type specificity man-
ners in different cancer [29]. The TFs and DBD 
for each data set are given in Supplementary 
Tables 5, 6, 7. By obtaining the cumulative fre-
quency distribution of DBDs for each cancer 
type, it was possible to obtain the Cys2His2 
(C2H2)-type zinc finger (C2H2 ZF) DBD with the 
highest frequency (Table 4). 

Discussion

Recently, deep learning, an artificial intelli-
gence technology, has been in the spotlight  
in the field of big data. In particular, research on 
a cancer classification technique that com-
bines quantitative mRNA expression data, 
including genetic information, is ongoing. In the 
field of deep learning, most studies have used 
2D-convolutional neural networks. For data 
input, the gene expression value matrix was 
converted into a 2D image and passed through 
a convolutional neural network. Thus, the size 
of the data transmitted continues to decrease 
by convolution and pooling function, resulting 
in low-resolution and making it difficult to locate 
accurately analyse the contribution of a single 

gene to the predicted cancer type. So, we were 
able to extract the CAM from the front and  
solve the problem of the CAM resolution to 
extract the exact gene that affects cancer clas-
sification. Additionally, as the gene arrange-
ment structure was compressed from 3D to  
2D, there was a problem whereby the genes 
extracted by the deep learning network were 
different each time depending on the gene 
arrangement in 2D image. Therefore, we pro-
cessed gene data into 1D sequence using 
1D-CNN.

We used two well-known machine learning 
techniques, SVM and KNN, to compare 1D-CNN 
and network performance. SVM showed 88% 
accuracy in the origin of cancer using gene 
expression data and histopathology [30]. And 
the k-nearest neighbor algorithm is a well-
known classification model, and there are stud-
ies on metastatic primary site identification 
[31]. Since the data used in each model were 
divided into independent datasets for five-
cross validation, an accurate comparison was 
possible. As shown in Figure 3, 1D-CNN was 
able to confirm the performance of 98% or 
more in all performance indicators on average 
in the external validation data set. Comparing 
SVM and KNN in terms of accuracy, we can  
see a difference of 10-12%. In addition, the 
1D-CNN model performs better with a 7-10% 
difference in various performance indicators. 

http://www.ajcr.us/files/ajcr0146465suppltab5.xlsx
http://www.ajcr.us/files/ajcr0146465suppltab5.xlsx
http://www.ajcr.us/files/ajcr0146465suppltab6.xlsx
http://www.ajcr.us/files/ajcr0146465suppltab7.xlsx
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Figure 4. Model performance evaluation through ROC curve of the train, validation, and test set. A-E. ROC curve of 5 networks for the train set. F-J. ROC curve of 5 
networks for the validation set. K-O. ROC curve of 5 networks for the test set.
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Figure 5. Performance evaluation of the model using the confusion matrix for each dataset. A. Confusion matrix of 
the train set in eight cancer types. B. Confusion matrix of the validation set in eight cancer types. C. Confusion matrix 
of the test set in eight cancer types.

Thus, we grafted CAM onto the learned network 
to visualize each cancer type, and we were able 
to identify the C2H2 ZF group with the highest 
distribution in all cancer types.

C2H2 ZF is the largest group of all zinc finger 
motif classes, and zinc fingers can also provide 
protein-protein and RNA-protein interactions 
[24]. Among C2H2 ZNFs, there are a large 
number of transcription factors with the C-x-C-
x-H-x-H motif, which mediates direct interac- 
tion with DNA [25]. In addition, GC-rich or 
GT-rich sequences serve as C2H2-type ZF cis-
regulatory elements, and C2H2-type ZNFs also 
contain other functional domains, such as  
BTB, POZ, KRAB, and SCAN [32]. We found six 
C2H2 ZFs as the top 10% of intensity values in 
the CAM from eight cancer types, namely, 
KLF6, ZNF395, ZNF703, ZNF704, BCL11B, and 
ZEB2. KLF6 has been implicated in the regula-
tion of several cellular processes, including 
development, proliferation, inflammation, apo-
ptosis, differentiation, and cell cycle regulation 
[33-36]. ZNF395 is implicated in various can-
cers, such as renal cell carcinomas, osteosar-
comas, and Ewing sarcomas [37, 38]. ZNF703 
and ZNF704 promote tumour progression in 
breast and ovarian cancers [39-41]. BCL11B is 
related to malignant T-cell transformation that 
occurs in haematological malignancies [42]. 
ZEB2 promotes the proliferation of primary and 
metastatic melanoma [43].

Basic leucine zipper (bZIP) TFs are second high-
est distributed from eight cancer types and 
have a conserved bZIP domain, which is com-
posed of two structural features located on a 
contiguous α-helix [44]. The bZIP domain is 60 
to 80 amino acids in length with two functional 
regions, a highly conserved basic region, and a 

more diversified leucine zipper region [45]. We 
found five overlapped bZIP ZFs as the top 10% 
of intensity values in the CAM from eight can- 
cer types, such as NFE2L, XBP1, ATF4, JUN, 
and FOS. XBP1 and ATF4 are involved in the ER 
stress response and regulate cell survival and 
death [46]. JUN-FOS and JUN-ATF dimers are 
implicated in oncogenesis, and these activities 
of JUN-FOS and JUN-ATF complexes can be reg-
ulated at multiple levels [47].

Although the characteristics of the patients 
included in the cohorts are different even for 
the same cancer category, the DeepCIA suc-
cessfully classified the eight cancer types. In 
addition, it can diagnose the cancer types 
despite the small number of patients in the 
training. The most difficult problem in sequenc-
ing data research is overcoming the heteroge-
neity of sequencing platforms. In the current 
study, we overcome this problem by using the 
raw read count of TFs genes from different 
sequencing platforms. In addition, DeepCIA 
classified cancer types accurately despite dif-
ferences in the distribution of patient clinical 
information such as age, gender, stage, and 
race. Thus, DeepCIA is expected to provide new 
guidance for diagnostic systems, while also 
applying it to other diseases. In addition, 2-5% 
of some cancer diagnoses are classified as 
cancers of unknown primary origin (CUPs). 
Extensive diagnostic methods such as imaging, 
endoscopy, and biopsy are required to desig-
nate the primary site of these cancers. However, 
despite these various diagnostic modalities, 
determining the origin of primary tumour in 
CUPs remains a challenging task. Therefore, we 
expect that the DeepCIA not only provides a 
new differential diagnosis of the origin of pri-
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Figure 6. Mean class activation map (CAM) images of each cancer type. The high value (red) in the CAM represents that the gene has contributed greatly to the 
classification of cancer types. Train and validation set were from TCGA, and test set was from ICGC.
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Table 3. Genes and DNA binding domains (DBDs) correspond to the top 10% of the intensity values of 
the CAM

BRCA-BRCA-KR DLBC-MALY-DE HNSC-ORCA-IN KIRC-RECA-EU
Gene DBD Gene DBD Gene DBD Gene DBD
AEBP1 Unknown HMGA1 AT hook YBX1 CSD EPAS1 bHLH
TRPS1 GATA YBX1 CSD NFE2L1 bZIP NFE2L1 bZIP
BHLHE40 bHLH IRF8 IRF TP63 p53 KLF6 C2H2 ZF
GATA3 GATA POU2AF1 Unknown STAT1 STAT TSC22D1 Unknown
NFE2L1 bZIP STAT1 STAT HMGA1 AT hook YBX1 CSD
STAT3 STAT ETS1 Ets IRF6 IRF JUN bZIP
STAT1 STAT STAT6 STAT JUNB bZIP ZNF395 C2H2 ZF
PBX1 Homeodomain MYBL2 Myb/SANT STAT3 STAT BHLHE40 bHLH
YBX1 CSD POU2F2 Homeodomain; POU HIF1A bHLH AEBP1 Unknown
ATF4 bZIP ATF4 bZIP FOSL2 bZIP ETS1 Ets

OV-OV-AU PAAD-PACA-AU PRAD-PRAD-FR SARC-BOCA-FR
Gene DBD Gene DBD Gene DBD Gene DBD
YBX1 CSD AEBP1 Unknown NKX3-1 Homeodomain YBX1 CSD
HMGA1 AT hook ELF3 Ets; AT hook SPDEF Ets NFE2L1 bZIP
JUND bZIP BHLHE40 bHLH HOXB13 Homeodomain JUN bZIP
PAX8 Paired box FOS bZIP FOXA1 Forkhead AEBP1 Unknown
JUNB bZIP NFE2L1 bZIP TSC22D1 Unknown ATF4 bZIP
ELF3 Ets; AT hook YBX1 CSD FOS bZIP NFIC SMAD
TSC22D1 Unknown ATF4 bZIP ATF4 bZIP NFIX SMAD
NFIX SMAD TSC22D1 Unknown NFIX SMAD STAT3 STAT
JUN bZIP JUNB bZIP JUN bZIP PRRX1 Homeodomain
STAT1 STAT STAT3 STAT NFE2L1 bZIP EPAS1 bHLH
The table lists only 10 overlapping genes for each cancer type in all data sets.

Table 4. Cumulative distribution of top 10% CAM genes included by DBD groups

DBD
BRCA

-
BRCA-KR

DLBC
-

MALY-DE

HNSC
-

ORCA-IN

KIRC
-

RECA-EU

OV
-

OV-AU

PAAD
-

PACA-AU

PRAD
-

PRAD-FR

SARC
-

BOCA-KR

Gene
counts

C2H2 ZF 22 14 7 12 11 9 8 10 93
Unknown 14 13 8 11 12 9 11 10 88
bHLH 13 9 9 11 9 8 8 11 78
bZIP 13 6 5 6 6 5 6 6 53
STAT 5 6 4 5 4 4 5 5 38
AT hook 4 4 3 1 3 3 2 2 22
CxxC 2 5 2 2 3 1 1 3 19
Ets 3 5 3 1 0 4 1 1 18
Forkhead 5 2 2 1 1 2 3 1 17
Homeodomain 5 1 1 2 2 1 2 2 16
Rel 1 5 2 2 2 1 2 1 16
HMG/Sox 4 2 0 2 3 0 2 2 15
MBD 2 3 1 1 2 0 3 1 13
MBD; AT hook 1 1 1 2 1 1 2 2 11
Nuclear receptor 2 3 1 3 1 1 0 0 11
GATA 3 1 1 1 1 1 0 1 9
IRF 0 3 2 1 2 0 0 1 9
MADS box 1 2 0 1 1 0 2 2 9
CSD 1 1 1 1 1 1 1 1 8
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E2F 1 2 2 0 1 0 1 1 8
HSF 1 1 1 1 1 0 1 1 7
CSL 0 0 1 1 1 1 1 1 6
CUT; Homeodomain 0 1 1 1 1 1 1 0 6
Grainyhead 2 1 0 0 1 0 1 1 6
SAND 0 2 1 1 1 1 0 0 6
CENPB 1 0 1 1 1 0 0 1 5
MBD; CxxC ZF 0 1 0 0 0 0 1 1 3
RFX 0 1 0 0 1 0 0 1 3
Runt 1 1 0 0 0 0 0 1 3
p53 0 1 0 0 0 0 0 1 2
SMAD 2 0 0 0 0 0 0 0 2
AP-2 1 0 0 0 0 0 0 0 1
ARID/BRIGHT 1 0 0 0 0 0 0 0 1
Brinker 1 0 0 0 0 0 0 0 1
C2H2 ZF; AT hook 1 0 0 0 0 0 0 0 1
Ets; AT hook 1 0 0 0 0 0 0 0 1
Homeodomain; POU 0 1 0 0 0 0 0 0 1
Myb/SANT 0 1 0 0 0 0 0 0 1
Paired box 0 1 0 0 0 0 0 0 1
T-box 1 0 0 0 0 0 0 0 1
C2H2 ZF 22 14 7 12 11 9 8 10 93
Unknown 14 13 8 11 12 9 11 10 88
bHLH 13 9 9 11 9 8 8 11 78
bZIP 13 6 5 6 6 5 6 6 53
STAT 5 6 4 5 4 4 5 5 38
AT hook 4 4 3 1 3 3 2 2 22
CxxC 2 5 2 2 3 1 1 3 19
Ets 3 5 3 1 0 4 1 1 18
Forkhead 5 2 2 1 1 2 3 1 17
Homeodomain 5 1 1 2 2 1 2 2 16
Rel 1 5 2 2 2 1 2 1 16

mary tumours, but also the corresponding TFs 
of the C2H2 ZF and bZIP groups found in our 
study will play a major role in determining the 
origin of primary tumour in CUPs. 

A limitation of this study was that only eight 
cancer types were used. TCGA provides 33  
cancer types, but ICGC only has eight mRNA 
expression profiles consistent with TCGA. 
Therefore, it cannot progress to more types of 
cancer. Although the DeepCIA was a model 
trained with TFs from a small number of 
patients, it was able to distinguish cancer types 
even if the sequencing platform was different. 

Conclusions

In this study, we tried to determine whether 
eight cancers are classified through quantified 

TFs expression data. The DeepCIA showed bet-
ter performance than other models based on 
SVM or KNN in the external validation. Using 
the CAM, which has rarely been used for 
genomic deep learning, we identified the C2H2 
ZF and bZIP groups are the most important 
transcription factors in cancer types classifica-
tion. We believe that the DeepCIA will be used 
in both basic cancer research and clinical field.
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Supplementary Table 1. Cohort information of TCGA and ICGC patients by eight cancer types
TCGA-BRCA ICGC-BRCA-KR

Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 1101 58 (18.9) Age (years) 50 31.8 (2.6)
 N Percentage (%)  N Percentage (%)
Sex 1101  Sex 50  
    Female 1089 98.9     Female 50 100.0
    Male 12 1.1     Male - -
Race 1007  Race  
    White 761 75.5     White - -
    Asian 61 6     Asian - -
    Black 184 18.2     Black - -
    American Indian 1 0.1     American Indian - -
AJCC_pathologic_stage 1090  AJCC_pathologic_stage  
    I-II 809 74.2     I-II - -
    III-IV 269 24.6     III-IV - -
    X 12 1.1     X - -
pT stage 1101  pT stage 47  
    T0 - -     T0 - -
    T1 280 25.4     T1 19 40.4
    T2 639 58.0     T2 24 51.1
    T3 139 12.6     T3 3 6.4
    T4 40 3.6     T4 1 2.1
    TX 3 0.2     TX  
pN stage 1101  pN stage  
    N0 521 47.3     N0 - -
    N1 364 33     N1 - -
    N2 120 10.8     N2 - -
    N3 76 6.9     N3 - -
    NX 20 1.8     NX  
pM stage 1101  pM stage  
    M0 914 83.0     M0 - -
    M1 22 1.9     M1 - -
    MX 165 14.9     MX - -
primary_diagnosis 749  primary_diagnosis 48  
    IDC 522 69.6     IDC 44 91.7
    ILC 136 18.1     DCIS 3 6.3
    Mixed 91 12.1     Adenocarcinoma 1 2.1

TCGA-DLBC ICGC-MALY-DE
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 48 55 (15.4) Age (years) 105 49.1 (23.7)
 N Percentage (%) N Percentage (%)
Sex 48  Sex 105  
    Female 26 54.2     Female 42 40.0
    Male 22 45.8     Male 63 60.0
Race 48  Race  
    White 29 60.4     White - -
    Asian 18 37.5     Asian - -
    Black 1 2.1     Black - -
ANN_arbor_clinical_stage 42  ANN_arbor_clinical_stage 94  
    I-II 25 59.5     I-II 27 28.7
    III-IV 17 40.5     III-IV 67 71.3
    X - -     X - -
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pT stage  pT stage  
    T0 - -     T0 - -
    T1 - -     T1 - -
    T2 - -     T2 - -
    T3 - -     T3 - -
    T4 - -     T4 - -
    TX - -     TX - -
pN stage - - pN stage - -
    N0 - -     N0 - -
    N1 - -     N1 - -
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX - -     NX - -
pM stage 48  pM stage  
    M0 - -     M0 - -
    M1 - -     M1 - -
    MX 48 100.0     MX - -
primary_diagnosis 48 - primary_diagnosis  
    Malignant lymphoma 48 100.0     - - -

TCGA-HNSC ICGC-ORCA-IN
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 499 57.15 (18.6) Age (years) 40 47.9 (10.8)
 N Percentage (%) N Percentage (%)
Sex 500  Sex 40  
    Female 133 26.6     Female 6 15
    Male 367 73.4     Male 34 85
Race 485  Race  
    White 426 87.8     White - -
    Asian 10 2.1     Asian - -
    Black 47 9.7     Black - -
    American Indian 2 0.4     American Indian - -
AJCC_pathologic_stage 432  AJCC_pathologic_stage  
    I-II 95 22.0     I-II - -
    III-IV 337 78.0     III-IV - -
    X - -     X - -
pT stage 478  pT stage 40  
    T0 1 0.2     T0 - -
    T1 45 9.4     T1 - -
    T2 132 27.6     T2 1 2.5
    T3 96 20.1     T3 3 7.5
    T4 171 35.8     T4 36 90.0
    TX 33 6.9     TX  
pN stage 476  pN stage 40  
    N0 171 35.9     N0 10 25.0
    N1 65 13.7     N1 19 47.5
    N2 164 34.5     N2 11 27.5
    N3 7 1.5     N3 - -
    NX 69 14.5     NX - -
pM stage 248  pM stage 40  
    M0 186 75.0     M0 40 100.0
    M1 1 0.4     M1 - -
    MX 61 24.6     MX - -
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primary_diagnosis 500  primary_diagnosis  
    Basaloid squamous cell carcinoma 10 2.0     - - -
    Squamous cell carcinoma 490 98.0     - - -

TCGA-KIRC ICGC-RECA-AU
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 538 58.9 (17.4) Age (years) 91 60.4 (10.0)
 N Percentage (%) N Percentage (%)
Sex 538  Sex 91  
    Female 186 34.6     Female 39 42.9
    Male 352 65.4     Male 52 57.1
Race 531  Race  
    White 467 87.9     White - -
    Asian 8 1.5     Asian - -
    Black 56 10.5     Black - -
AJCC_pathologic_stage 535  AJCC_pathologic_stage  
    I-II 330 61.7     I-II - -
    III-IV 205 38.3     III-IV - -
    X - -     X - -
pT stage 538  pT stage 91  
    T0 - -     T0 - -
    T1 277 51.5     T1 54 59.3
    T2 71 13.2     T2 13 14.3
    T3 179 33.3     T3 22 24.2
    T4 11 2.0     T4 2 2.2
    TX - -     TX - -
pN stage 538  pN stage 91  
    N0 241 44.8     N0 79 86.8
    N1 16 3.0     N1 2 2.2
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX 281 52.2     NX 10 11.0
pM stage 536  pM stage 91  
    M0 428 79.9     M0 81 89.0
    M1 78 14.6     M1 9 9.9
    MX 30 5.6     MX 1 1.1
primary_diagnosis 535  primary_diagnosis  
    Clear cell adenocarcinoma 524 97.9     - - -
    Renal cell carcinoma 14 2.6     - - -

TCGA-OV ICGC-OV-AU
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 374 59.9 (15.2) Age (years) 93 59.6 (8.6)
 Percentage (%) Percentage (%)
Sex 374  Sex 93  
    Female 374 100.0     Female 93 100.0
    Male - -     Male  
Race 360  Race  
    White 324 90.0     White - -
    Asian 11 3.1     Asian - -
    Black 25 6.9     Black - -
    American Indian 2 0.6     American Indian  
    Native Hawaiian 1 0.3     Native Hawaiian  
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FIGO_stage 371  FIGO_stage 93  
    I-II 22 5.9     I-II - -
    III-IV 349 94.1     III-IV 93 100.0
    X - -     X - -
pT stage  pT stage  
    T0 - -     T0 - -
    T1 - -     T1 - -
    T2 - -     T2 - -
    T3 - -     T3 - -
    T4 - -     T4 - -
    TX - -     TX - -
pN stage  pN stage  
    N0 - -     N0 - -
    N1 - -     N1 - -
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX - -     NX - -
pM stage  pM stage  
    M0 - -     M0 - -
    M1 - -     M1 - -
    MX - -     MX - -
primary_diagnosis 374  primary_diagnosis  
    Serous cystadenocarcinoma 371 99.2     - - -
    Papillary serous cystadenocarcinoma 3 0.8     - - -

TCGA-PAAD ICGC-PACA-AU
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 177 62.5 (14.1) Age (years) 91 65.6 (10.6)
 Percentage (%) Percentage (%)
Sex 177  Sex 90  
    Female 80 45.2     Female 43 47.8
    Male 97 54.8     Male 47 52.2
Race 173  Race  
    White 156 90.2     White - -
    Asian 11 6.4     Asian - -
    Black 6 3.5     Black - -
AJCC_pathologic_stage 174  AJCC_pathologic_stage  
    I-II 167 96.0     I-II - -
    III-IV 7 4.0     III-IV - -
    X - -     X - -
pT stage 176  pT stage 86  
    T0 - -     T0 - -
    T1 7 4.0     T1 1 1.2
    T2 24 13.6     T2 8 9.3
    T3 141 80.1     T3 74 86.0
    T4 3 1.7     T4 1 1.2
    TX 1 0.6     TX 2 2.3
pN stage 176  pN stage 86 86.0
    N0 49 27.8     N0 26 30.2
    N1 123 69.9     N1 58 67.4
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX 4 2.3     NX 2 2.3
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pM stage 177  pM stage 89  
    M0 79 44.6     M0 6 6.7
    M1 4 2.3     M1 7 7.9
    MX 94 53.1     MX 76 85.4
primary_diagnosis 177  primary_diagnosis 89  
    Infiltrating duct carcinoma 142 80.2     Pancreatic Ductal  

Adenocarcinoma
73 82.0

    Adenocarcinoma 20 11.3     Acinar Cell Carcinoma 2 2.2
    Neuroendocrine carcinoma 8 4.5     Adenosquamous carcinoma 4 4.5
    Mucinous adenocarcinoma 5 2.8     Intraductal Papillary Muci-

nous Neoplasm with invasion
8 9.0

    - - -     Mucinous Non-cystic  
carcinoma

1 1.1

    - - -     Undifferentiated  
(anaplastic) carcinoma

1 1.1

TCGA-PRAD ICGC-PRAD-FR
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 498 60.3 (10.7) Age (years) 25 63.3 (6.1)
 Percentage (%) Percentage (%)
Sex 498  Sex 25  
    Female - -     Female -  
    Male 498 100.0     Male 25 100.0
Race 484  Race  
    White 414 85.5     White - -
    Asian 12 2.5     Asian - -
    Black 57 11.8     Black - -
    American Indian 1 0.2     American Indian - -
Primary_gleason_grade 498  Primary_gleason_grade  
    Pattern 2 1 0.2     Pattern 2 - -
    Pattern 3 199 40.0     Pattern 3 - -
    Pattern 4 249 50.0     Pattern 4 - -
    Pattern 5 49 9.8     Pattern 5 - -
pT stage 491  pT stage 25  
    T0 - -     T0 - -
    T1 - -     T1 11 44.0
    T2 189 38.5     T2 14 56.0
    T3 292 59.5     T3 - -
    T4 10 2.0     T4 - -
    TX - -     TX - -
pN stage 425  pN stage 25  
    N0 347 81.6     N0 25 100.0
    N1 78 18.4     N1 - -
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX - -     NX - -
pM stage  pM stage 25  
    M0 - -     M0 25 100.0
    M1 - -     M1 - -
    MX - -     MX - -
primary_diagnosis 498  primary_diagnosis  
    Adenocarcinoma 485 97.4     - - -
    Infiltrating duct carcinoma 9 1.8     - - -
    Adenocarcinoma 3 0.6     - - -
    Mucinous adenocarcinoma 1 0.2     - - -
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TCGA-SARC ICGC-BOCA-FR
Variable N Mean (SD*) Variable N Mean (SD*)
Age (years) 259 58.5 (19.0) Age (years) 57 16.6 (8.4)
 Percentage (%) Percentage (%)
Sex 259  Sex 57  
    Female 141 54.4     Female 26 45.6
    Male 118 45.6     Male 31 54.4
Race 250  Race  
    White 226 90.4     White - -
    Asian 6 2.4     Asian - -
    Black 18 7.2     Black - -
AJCC_pathologic_stage  AJCC_pathologic_stage  
    I-II - -     I-II - -
    III-IV - -     III-IV - -
    X - -     X - -
pT stage  pT stage 55  
    T0 - -     T0 - -
    T1 - -     T1 18 32.7
    T2 - -     T2 - -
    T3 - -     T3 - -
    T4 - -     T4 - -
    TX - -     TX 37 67.3
pN stage  pN stage  
    N0 - -     N0 - -
    N1 - -     N1 - -
    N2 - -     N2 - -
    N3 - -     N3 - -
    NX - -     NX - -
pM stage  pM stage  
    M0 - -     M0 - -
    M1 - -     M1 - -
    MX - -     MX - -
primary_diagnosis 259  primary_diagnosis  
    fibromatosis 2 0.8     - - -
    Dedifferentiated liposarcoma 57 22.0     - - -
    Fibromyxosarcoma 25 9.7     - - -
    Giant cell sarcoma 3 1.2     - - -
    Leiomyosarcoma 101 39.0     - - -
    Liposarcom 1 0.4     - - -
    Malignant fibrous histiocytoma 12 4.6     - - -
    Malignant peripheral nerve sheath 
tumor

9 3.5     - - -

    Myxoid leiomyosarcoma 3 1.2     - - -
    Pleomorphic liposarcoma 2 0.8     - - -
    Synovial sarcoma 10 3.9     - - -
    Undifferentiated sarcoma 34 13.1     - - -
*SD: standard deviation.
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Supplementary Table 2. Performance evaluation of TCGA and ICGC classification using SVM

TCGA train set Accuracy Precision F_score Recall (sensitivity) Specificity AUC Balanced 
Accuracy

1-network 0.9982 0.9973 0.9978 0.9984 0.9998 0.9987 0.9991
2-network 0.9986 0.9979 0.9982 0.9985 0.9998 0.9989 0.9992
3-network 0.9982 0.9973 0.9981 0.9990 0.9998 0.9988 0.9994
4-network 0.9986 0.9979 0.9982 0.9985 0.9998 0.999 0.9992
5-network 0.9982 0.9971 0.9976 0.9982 0.9998 0.9984 0.9990

TCGA validation set Accuracy Precision F_score Recall (sensitivity) Specificity AUC Balanced 
Accuracy

1-network 0.9957 0.9932 0.9947 0.9964 0.9994 0.9961 0.9979
2-network 0.9943 0.9911 0.9930 0.9954 0.9992 0.995 0.9973
3-network 0.9886 0.9841 0.9853 0.9869 0.9983 0.9914 0.9926
4-network 0.9928 0.9914 0.9935 0.9959 0.9989 0.9952 0.9974
5-network 0.9971 0.9964 0.9973 0.9983 0.9996 0.9986 0.9989

ICGC test set Accuracy Precision F_score Recall (sensitivity) Specificity AUC Balanced 
Accuracy

1-network 0.8859 0.9027 0.8918 0.9196 0.9842 0.9424 0.9519
2-network 0.8551 0.8848 0.8592 0.8997 0.9799 0.9057 0.9398
3-network 0.9040 0.9088 0.9074 0.9318 0.9867 0.9317 0.9593
4-network 0.8859 0.9040 0.8914 0.9203 0.9842 0.9314 0.9522
5-network 0.8678 0.8896 0.8717 0.9080 0.9817 0.9324 0.9449

Supplementary Table 3. Performance evaluation of TCGA and ICGC classification using KNN

TCGA train set Accuracy Precision F_score Recall  
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.9943 0.9919 0.9931 0.9943 0.9992 0.9956 0.9967
2-network 0.9925 0.9870 0.9894 0.9918 0.9989 0.9925 0.9953
3-network 0.9946 0.9926 0.9940 0.9954 0.9992 0.9953 0.9973
4-network 0.9939 0.9922 0.9927 0.9932 0.9991 0.9941 0.9962
5-network 0.9929 0.9905 0.9917 0.9930 0.9990 0.9941 0.9960

TCGA validation set Accuracy Precision F_score Recall  
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.9943 0.9935 0.9940 0.9946 0.9991 0.9925 0.9969
2-network 0.9957 0.9932 0.9950 0.9970 0.9994 0.9962 0.9982
3-network 0.9857 0.9809 0.9814 0.9821 0.9979 0.9873 0.9900
4-network 0.9900 0.9864 0.9887 0.9911 0.9985 0.9911 0.9948
5-network 0.9957 0.9951 0.9955 0.9958 0.9994 0.9993 0.9976

ICGC test set Accuracy Precision F_score Recall  
(sensitivity) Specificity AUC Balanced  

Accuracy
1-network 0.8659 0.8979 0.8561 0.8729 0.9810 0.8838 0.9270
2-network 0.8478 0.8923 0.8388 0.8588 0.9787 0.8902 0.9188
3-network 0.8533 0.8882 0.8491 0.8666 0.9788 0.8575 0.9227
4-network 0.8514 0.8865 0.8418 0.8622 0.9789 0.8773 0.9206
5-network 0.8533 0.8897 0.8500 0.8667 0.9792 0.8647 0.9230
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Supplementary Table 4. The functional role of top 10 TF genes in each cancer
Type Gene Description
BRCA-BRCA-KR TRPS1, STAT3 Upregulated in cancer (diagnostic marker) [1]

GATA3 Tumor suppressor [2]

BHLHE40 Predicting disease outcome and metastatic risk [3]

PBX1 Prognostic marker for ER-positive, luminal A, and luminal B subtypes [4]

YBX1 Overexpression is associated with unfavorable outcome [5]

ATF4 Upregulated ATF4 by HER2 promotes tumor cell migration [6] 

DLBC-MALY-DE IRF8 IRF8 upregulation was detected in DLBCL tumor tissues [7]

ETS1 Regulation of immune cell function [8]

ATF4 Overexpression of ATF4 results with MYC dysregulation in lymphoma progression [9]

STAT6 Primary mediastinal B-Cell lymphoma (PMBL) pathogenesis [10]

HNSC-ORCA-IN TP63 TP63 overexpression leads to head and neck squamous cell carcinoma progression and metastasis [11]

HMGA1 Overexpression is associated with tumourigenesis [12]

JUNB JunB promotes cell invasion, migration and distant metastasis in head and neck squamous cell carcinoma [13]

HIF1A HIF-1α overexpression in oral squamous cell carcinoma [14]

KIRC-RECA-EU EPAS1 Upregulated in renal cell carcinoma [15]

KLF6 Tumor suppressor [16]

YBX1 Overexpression is associated with migration, invasion, and adhesion in renal cell carcinoma [17]

Jun Inducing malignant transformation in renal cell carcinoma [18]

ZNF395 Overexpression is associated with renal cell carcinoma proliferation, migration, and invasion [19]

AEBP1 Novel candidate biomarker for diabetic kidney disease [20]

ETS1 Ets-1 is involved in angiogenesis in renal cell carcinoma [21]

OV-OV-AU YBX1 YB-1 activation is a powerful marker of outcomes for ovarian cancer patients [22]

HMGA1 Overexpression is associated with epithelial ovarian carcinomas [23]

JUND, JUNB, JUN The regulation of cell proliferation, apoptosis and angiogenesis in cancer [24]

PAX8 Expression of PAX8 associated with ovarian carcinomas [25]

ELF3 Novel biomarker for the prognosis of ovarian cancer [26]

STAT1 Prognostic biomarker for High-Grade Serous Ovarian Cancer [27]

PAAD-PACA-AU FOS c-fos expression is associated with pancreatic cancer (PC) progression and dismal prognosis [28]

YBX1 Overexpression of YBX1 promotes pancreatic ductal adenocarcinoma growth [29]

ATF4 ATF4 is overexpressed in PDAC and associated with a poor prognosis [30]

STAT3 Targeting STAT3 in Cancer Immunotherapy [31]

PRAD-PRAD-FR SPDEF Upregulation of SPDEF is associated with poor prognosis in prostate cancer [32]

HOXB13 HOX13 expression is associated with carcinogenesis of prostate cancer [33]

FOXA1 FOXA1 promotes tumor progression in prostate cancer [34]

NFIX NFI interact with FOXA1 to regulate prostate-specific gene expression [35] 

JUN long-term c-Jun overexpression also down-regulates Androgen receptor (AR) expression [36] 

NFE2L1 Candidate biomarkers for prostate cancer [37]

SARC-BOCA-FR JUN JUN oncogene amplification and overexpression in sarcoma [38]

ATF4 ATF4 activation causes proteasome inhibitor bortezomib-induced osteosarcoma cell death [39] 

STAT3 STAT3 is activated in a subset of the Ewing sarcoma family of tumours [40]

PRRX1 PRRX1 promotes malignant properties in human osteosarcoma [41]
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