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Abstract: This study developed a molecular classification model for cervical cancer using machine learning, inte-
grating prognosis related biomarkers with clinical features. Analyzing 281 specimens, 27 biomarkers were identi-
fied, associated with recurrence and treatment response. The model identified four molecular subgroups: group 
1 (OALO) with Overexpression of ATP5H and LOw risk; group 2 (LASIM) with low expression of ATP5H and SCP, 
indicating InterMediate risk; group 3 (LASNIM) characterized by Low expression of ATP5H, SCP, and NANOG, also 
at InterMediate risk; and group 4 (LASONH), with Low expression of ATP5H, and SCP, Over expression of NANOG, 
indicating High risk, and potentially aggressive disease. This classification correlated with clinical outcomes such 
as tumor stage, lymph node metastasis, and response to treatment, demonstrating that combining molecular and 
clinical factors could significantly enhance the prediction of recurrence and aid in personalized treatment strategies 
for cervical cancer. 
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Introduction

Cervical cancer is a significant global health 
concern, ranking fourth in both incidence and 
mortality rate worldwide, with over 600,000 
new cases and 341,843 death in 2022 [1]. In 
Korea, despite a decrease in incidence due to 
screening and human papillomavirus (HPV) 
vaccination, it remains a leading cause of can-
cer-related deaths [2]. While early stage cervi-
cal cancer can be effectively treated with  
radical hysterectomy with adjuvant concurrent 
chemoradiation therapy (CCRT), recurrence 
rate are high, posing a challenge to long-term 
survival. In this context, precise patient selec-
tion and prognostic prediction are paramount 
for enhancing clinical outcomes. 

Traditionally, the International Federation of 
Gynecology and Obstetrics (FIGO) staging sys-
tem has been the cornerstone for evaluating 

prognosis and guiding therapeutic decisions in 
cervical cancer management. However, the 
advent of precision medicine has highlighted 
the limitations of the FIGO staging system in 
accounting for the individual variabilities in pati- 
ent outcomes. Although, the FIGO 2018 classi-
fication made significant strides by incorporat-
ing pathologic and imaging evidence, it still 
does not capture the full spectrum of prognos-
tic factors [3]. Tissue biomarkers, for instance, 
offer invaluable insights into the pathogenic 
processes and response to therapeutic inter-
ventions but are not adequately represented in 
the current staging system [4]. Furthermore, 
the molecular landscape of cervical cancer, 
characterized by its heterogeneity, plays a piv-
otal role in influencing treatment responses 
and disease progression. The activation and 
deactivation of proto-oncogenes and tumor 
suppressor genes, often though the integration 
of high-risk HPV DNA into the host genome, are 
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critical in the pathogenesis of cervical cancer. 
This complexity underscores the need for prog-
nostic models that can harness the wealth of 
clinical and molecular data to predict patient 
outcomes more accurately [5].

While significant process has been made in 
other types of cancer, cervical cancer lacks 
comprehensive prognostic models that amal-
gamate clinical factors with pathological and 
molecular insights [6-8]. The heterogeneity 
within cervical cancer poses unique challenges 
in treatment and prognosis, necessitating a 
multifaced approach to understanding and 
managing the disease. Studies such as the  
one conducted by Muñoz et al., have begun to 
shed light on the intricacies of cervical cancer 
heterogeneity, advocating for more integrated 
approach to prognostic modeling [9]. 

This backdrop sets the stage for our study, 
which aims to bridge the gap in cervical cancer 
prognosis by developing a molecular classifica-
tion system. By leveraging advanced machine 
learning algorithms and integrating a diverse 
array of biomarkers, our goal is to provide a 
more nuanced and predictive framework for 
patient stratification, ultimately guiding person-
alized treatment plans and improving patient 
survival rate in the face of cervical cancer’s 
complexity. 

Material and methods

Patients and immunohistochemistry 

The study analyzed 205 cervical cancer tissues 
collected from patients at Gangnam Severance 
Hospital from 1996 to 2010, used for tissue 
microarray (TMA) construction and subsequent 
immunohistochemistry (IHC) analysis. These 
tissues were selected after thorough review  
by a gynecological pathologist. Patient data 
including demographics, tumor characteristics, 
treatment outcomes, and survival data were 
compelled. The study adhered to FIGO2018 
and WHO classification systems for staging  
and grading, with specific exclusion criteria to 
maintain data integrity [10, 11]. We utilized the 
previously collected data for IHC of ATP5H, 
SCP3, NANOG, FOXO1, PAX3, HSP90a, pEGFR, 
CRY1, HIF-1α, TRPV1, and pAKT, in the cyto-
plasm and pERK1/2 in the nucleus for further 
investigation of the molecular classification 
[12-21]. All procedures were conducted in 

accordance with the Declaration of Helsinki, 
and the study was approved by the Institutional 
Review Board of Gangnam Severance Hospital 
(approval no. #3-2021-0496).

Development of molecular classification for 
cervical cancer

We segmented the dataset into training (70%) 
and test (30%) sets, further dividing the train- 
ing set into derivation and validation subsets. 
Out model construction utilized 27 protein 
expression levels, applying a Cox proportional 
hazard model with a LASSO penalty to estab-
lish a novel molecular classification. This meth-
ods was refined to optimized the penalization 
parameter (λ) to enhance the model’s predic-
tive accuracy. A comparison between linear  
and non-linear models (the latter developed 
using XGBoost) revealed comparable perfor-
mance, with further details and statistical anal-
ysis presented in the Supplementary Figure 1.

Statistical analysis 

Baseline characteristics were presented using 
descriptive statistics, with continuous variable 
compared using t-test and Mann-Whitney U 
test, and categorical variables using Chi-squar- 
ed and Fisher’s exact tests. Survival analysis 
was conducted using univariate and multivari-
ate Cox proportional hazards models, with the 
prognostic accuracy of new and conventional 
predictors compared using Harrell’s C-index. 
Progression-free survival (PFS) was analyzed 
using the Kaplan-Meier method, with the log-
rank test assessing the significance of differ-
ences in survival predicted by new classifica-
tion systems. Statistical significance was de- 
termined at P-values less than 0.05. All sta- 
tistical analyses were performed using R (ver-
sion 4.3.1).

Results

Patient characteristics 

We present the baseline characteristics of 271 
cervical cancer patients, divided into training 
(70%) and test (30%) sets to develop a prognos-
tic model. The test set included patients with 
stage I-IIA (64 patients) and IIB-IV (25 patients) 
cancer, with a median age of 50.55 years. 
Squamous cell carcinoma was predominant 
(75.28%), followed by other types (24.72%). 
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Most cases were low/moderate grade (60.77%), 
with a minority being poor grade (32.94%). The 
median tumor size was 28.54 mm, and lymph 
node (LN) metastasis was observed in 27.54% 
of patients. No significant differences were 
found between the training and test sets in 
baseline characteristics, including response to 
CCRT (Table 1). 

Stratified prognostic biomarker assessment in 
cervical cancer prognosis 

Our investigation further progressed into a 
sophisticated molecular dimension where we 
employed lasso-penalized Cox regression with-
in the derivation subset of the training cohort. 
The choice of lasso penalization was pivotal, as 
it simultaneously facilitated variable selection 
and regularization, helping to enhance the pre-
dictive accuracy of model while preventing 
overfitting. By focusing on minimizing the par-
tial likelihood deviation, we identified a core set 
of seven biomarkers through this reinforced 
statistical approach. These biomarkers under-
went a rigorous validation process via boot-
strap resampling, ensuring their robustness in 
the model. Notable ATP5H was a consistent 

feature in all models, underscoring its potential 
as a key predictive biomarker, while SCP3, 
NANOG, pERK1/2 and FOXO1 were recurrent in 
over 95% of the models, highlighting their sig-
nificant prognostic relevance. Following this, we 
adjusted for age difference in our cohort, which 
led to the selection of ATP5H, SCP3, and 
NANOG as the primary biomarkers for our final 
molecular classification (Supplementary Figure 
2; Supplementary Table 1) [22]. The decision 
tree was fined tuned using entropy-based mea-
sure, aiming to maximize the information gain 
at each decision node. This strategic applica-
tion yields specific cut-off points for patient 
stratifications, effectively segregating patients 
into distinct prognostic categories. As a result, 
the cut off value was determined, and grouping 
was performed based on the trained model. As 
shown in Figure 1A, the molecular classifica-
tion of the 192 fully evaluated cases yielded 
four different subgroups. (1) The first group 
consisted of patients who overexpressed 
ATP5H (ATP5H > 4, which is the cutoff value). 
(2) The second group included patients who 
expressed both ATP5H and SCP3 at a level 
lower than the cutoff value (ATP5H ≤ 4; SCP ≤ 
161). The third group comprised patients who 

Table 1. Baseline characteristics of cervical cancer patients
All (N = 281) Test cohort (N = 89) Training cohort (N = 192) P-value

Age, years old 49.37 ± 11.40 50.55 ± 10.76 48.82 ± 11.66 0.236
FIGO stage 0.363
    I-IIA 190 (67.62%) 64 (71.91%) 126 (65.62%)
    IIB-IV 91 (32.38%) 25 (28.09%) 66 (34.38%)
Cell Type 0.097
    Squamous 229 (81.49%) 67 (75.28%) 162 (84.38%)
    Others 52 (18.51%) 22 (24.72%) 30 (15.62%)
Grade 0.189
    Low/Moderate 158 (60.77%) 57 (67.06%) 101 (57.71%)
    Poor 102 (39.23%) 28 (32.94%) 74 (42.29%)
Tumor size (mm) 30.54 ± 19.40 28.54 ± 17.04 31.47 ± 20.38 0.24
LVI 0.934
    Negative 95 (51.35%) 28 (50.00%) 67 (51.94%)
    Positive 90 (48.65%) 28 (50.00%) 62 (48.06%)
Lymph node metastasis 0.911
    Negative 168 (73.68%) 50 (72.46%) 118 (74.21%)
    Positive 60 (26.32%) 19 (27.54%) 41 (25.79%)
Response to Chemoradiation therapy 0.293
    Good 81 (57.45%) 31 (64.58%) 50 (53.76%)
    Poor 60 (42.55%) 17 (35.42%) 43 (46.24%)
FIGO, International Federation of Gynecology and Obstetrics; LN metastasis, Lymph node metastasis.
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expressed ATP5H, SCP3, and NANOG at levels 
lower than the cutoff value (ATP5H ≤ 4; SCP ≤ 
161; NANOG ≤ 185). Finally, the fourth group 
comprised patients who expressed ATP5H and 
SCP3 at levels lower than the cutoff value but 
overexpressed NANOG than the cutoff value 
(ATP5H ≤ 4; SCP ≤ 161; NANOG > 185; Figure 

1A, Supplementary Figure 3). Subsequently, 
Kaplan-Meier analysis was performed to opti-
mize risk stratification and visualize the differ-
ences in PFS between the identified risk sub-
groups. The analysis revealed that the low-risk 
group (Group 1: OALO - Overexpression of 
ATP5H and Low risk) exhibited the most favor-

Figure 1. Molecular classification for predicting cervical cancer recurrence. (A) Decision tree with cut off point for 
molecular classification was visualized graphically. Kaplan-Meier survival analysis according to molecular classifica-
tion by disease free survival (DFS) of (B) training cohort and (C) test cohort. (D) A molecular classification stratified 
as low, intermediate, and high-risk group. 
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able outcome, while groups 2 and 3 (LASIM - 
Low expression of ATP5H and SCP and Inter- 
mediate risk; LASNIM - Low expression of 
ATP5H, SCP, and NANOG and Intermediate risk, 
respectively) were classified as intermediate-
risk, and group 4 (LASONH - Low expression of 
ATP5H and SCP, Overexpression of NANOG,  
and High risk) was deemed high-risk. The PFS 
values demonstrated a significant difference 
among the three risk subgroups in both the 
training and test cohorts, indicating the effec-
tiveness of the molecular classification model 
in accurately stratifying patients with cervical 
cancer according to their risk level (Both P < 
0.001; Figure 1B-D). After identifying four dis-
tinct subgroups of cervical cancer based on the 
gene expression data, we evaluated their per-
formance using Cox regression analysis during 
the training of the test cohorts. Our results 
were statistically significant and revealed a 
clear trend among the subgroups. Specifically, 
group 1 demonstrated the most favorable out-
come with the lowest HR, whereas the HR val-
ues increased progressively from groups 1 to  
4, indicating a worsening prognosis from groups 
1 to 4. Notably, group 4 exhibited the highest 
HR and the poorest outcome among all the  
subgroups (HR = ref; HR = 11.63, 95% CI = 3.5-
38.68, P < 0.001; HR = 19.73, 95% CI = 6.96-
55.9, P < 0.001; HR = 34.4, 95% CI = 12.3-
96.21, P < 0.001; Table 2A). Moreover, the test 
cohort showed the same result as the training 
cohort (Table 2B). These findings underscore 
the importance of identifying and characteriz-
ing distinct subgroups of cervical cancer using 
biomarker - biomarker interactions, and the 
addition of new prognostic biomarkers could 

mous cell subtype was significantly more preva-
lent than the other subtypes across all sub-
groups (P = 0.045). Interestingly, we observed 
a significant advancement in FIGO staging from 
stage IIB to stage IV in groups 1 to 4, compris-
ing 7.14%, 15.38%, 50.98%, and 52.24% of  
the cases, respectively. Additionally, tumor size 
significantly increased from 21.93 ± 20.31 mm 
to 40.25 ± 17.21 mm in patients from groups 1 
to 4, respectively. Furthermore, lymph node 
metastasis and poor response to chemoradio-
therapy were significantly more frequent in 
group 4 (61.54% and 59.62%, respectively) 
than in groups 1, 2, and 3. The prevalence of 
LVSI was significantly higher in groups 3 and 4 
at 80% and 60%, respectively, than in other 
groups. Additionally, we compared the data for 
groups 2 and 3, as these groups were catego-
rized as the intermediate group (Table 4).  
We observed that patients in group 3 were 
younger when diagnosed, were diagnosed at 
more advanced FIGO stages, had larger tumor 
sizes, and had increased LVSI compared to 
those in patients in group 2 (P = 0.027, P < 
0.001, P < 0.001, P = 0.044, and P = 0.018, 
respectively; Table 4). Although these findings 
were statistically insignificant, a high incidence 
of lymph node metastasis was observed in 
group 3 (P = 0.050; Table 4).

Overall, the identification of distinct clinico-
pathological characteristics in each molecular 
subgroup of cervical cancer based on tumor 
size, lymph node metastasis, FIGO stage, LVSI, 
and response to chemoradiotherapy is impor-
tant in cases where decisions need to be made 
regarding administration of further adjuvant 

Table 2A. Cox regression of training dataset
Group N Event (%) Hazard ratio (95% CI) P-value
1 56 4 (7.14%) Ref
2 26 8 (30.77%) 11.63 (3.5-38.68) < 0.001
3 51 34 (66.67%) 19.73 (6.96-55.93) < 0.001
4 59 54 (91.53%) 34.4 (12.3-96.21) < 0.001

Table 2B. Cox regression of test dataset
Group N Event (%) Hazard ratio (95% CI) P-value
1 23 3 (13.04%) Ref
2 17 8 (47.06%) 6.71 (1.78-25.38) < 0.001
3 23 12 (52.17%) 6.69 (1.89-23.72) < 0.001
4 26 23 (88.46%) 14.29 (4.24-48.16) < 0.001

improve cancer prognosis, as 
it may ultimately result in  
the development of personal-
ized treatment strategies and 
improve patient outcomes.

Clinicopathological character-
istics of the newly developed 
classification model

To comprehensively assess 
the benefits of the molecular 
subgroups in cervical cancer, 
we analyzed the clinicopatho-
logical characteristics of each 
subgroup (Table 3). Our re- 
sults indicated that the squa-
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therapy and for predicting the prognosis of 
these patients. Therefore, our findings provide 
important insights that can guide the develop-
ment of tailored treatment plans for patients 
and improve prediction of patient outcomes, 
ultimately improving the prognosis of patients 
with cervical cancer.

Advancement in prognostic modeling through 
clinic-molecular integration 

To investigate whether the new molecular  
classification model could improve the predic-
tive power for prognosis of cervical cancer, we 
developed an extended model by incorporat- 
ing clinical information, such as FIGO stage, 
tumor size, LN metastasis, tumor grade, and 
age, into our new molecular classification mo- 
del and compared the C-indices of the models 
containing clinical information alone and those 
containing the clinico-molecular classification 
(Figure 2). Remarkably, our results demonstrat-
ed that the combined clinico-molecular model, 
which considers both the new molecular clas-
sification and the clinical factors, could more 

accurately predict the prognosis than the model 
containing clinical information or the new 
molecular classification alone in test cohorts 
(mean C-indices 0.728, ranges 0.653-0.803, 
and P < 0.001; Figure 2A). Further elucidation 
is provided by Figure 2B, which portrays the 
model’s performance overtime, measured by 
the AUC. The clinico-molecular model consis-
tently outstripped the clinical only models 
showcasing its superior predictive consistency, 
particularly over an extended follow up period. 
This integrative model synthesizing molecular 
data with established clinical factors, emerges 
as a significantly more accurate prognostic 
tool, as evidenced by our statistical analyses.  
It underscores the importance of a dual facet-
ed approach to risk stratification in cervical 
cancer paving the way for individualized treat-
ment regimens and enhancing the granularity 
of clinical decision making. 

Discussion

Prognosis prediction plays a critical role in clini-
cal oncology as it provides valuable guidance 

Table 3. Clinicopathological characteristics according to the new classification
Group 1  
(N = 56)

Group 2  
(N = 26)

Group 3  
(N = 51)

Group 4  
(N = 59) P-value

Age 47.55 ± 12.51 52.92 ± 11.29 47.18 ± 10.15 49.63 ± 12.00 0.159
FIGO stage < 0.001
    I-IIA 52 (92.86%) 22 (84.62%) 25 (49.01%) 27 (45.76%)
    IIB-IV 4 (7.14%) 4 (15.38%) 26 (50.98%) 32 (54.24%)
Cell Type 0.045
    Squamous 47 (83.9%) 19 (73.1%) 44 (86.3%) 52 (88.1%)
    Others 9 (16.1%) 7 (26.9%) 7 (13.7%) 7 (11.9%)
Grade 0.462
    Low/Moderate 31 (64.58%) 14 (63.64%) 29 (56.86%) 27 (50.00%)
    Poor 17 (35.42%) 8 (36.36%) 22 (43.14%) 27 (50.00%)
Tumor size (mm) 21.93 ± 20.31 22.42 ± 16.62 36.92 ± 19.48 40.25 ± 17.21 < 0.001
LVSI 0.003
    Negative 33 (68.8%) 15 (57.7%) 3 (20.0%) 16 (40.0%)
    Positive 15 (31.2%) 11 (42.3%) 12 (80.0%) 24 (60.0%)
Lymph node metastasis
    Negative 45 (86.54%) 23 (88.46%) 18 (62.07%) 20 (38.46%) 0.004
    Positive 7 (13.46%) 3 (11.54%) 11 (37.93%) 32 (61.54%)
Response to Chemoradiation therapy
    Good 13 (92.86%) 8 (100.00%) 11 (57.89%) 21 (40.38%) < 0.001
    Poor 1 (7.14%) 0 (0.0%) 8 (42.11%) 31 (59.62%)
FIGO, International Federation of Gynecology and Obstetrics; LVSI, Lymph vascular space invasion. Protein expression was 
determined through analysis of an immunohistochemically stained tissue array as described in the materials and methods 
section.
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for treatment decisions, disease progression 
assessment, and patient management. How- 
ever, while several studies have successfully 
applied artificial intelligence (AI) technology  
to develop and validate a molecular classifica-
tion system by unveiling hidden and embedded 
patterns to predict prognosis and to provide 
valuable information regarding the response  
to therapy in various cancer types, including 
breast cancer [23], colorectal cancer [24], and 
sarcoma [25], limited research has specifically 
focused on cervical cancer. Therefore, in the 
present study, we used AI technology, specifi-
cally an ML algorithm, to develop and validate a 
molecular classification system for cervical 
cancer, and our findings revealed that patients 
in group 1 (OALO) who overexpressed ATP5H 
had a favorable prognosis, while those in group 
4 (LASONH) showing low expression levels  
of ATP5H and SCP3 and overexpression of 
NANOG had the worst prognosis. Patients in 
group 2 (LASIM), showing low expression levels 
of ATP5H and SCP3, and those in group 3 
(LASNIM) with low expression levels of ATP5H, 
SCP3, and NANOG had intermediate clinical 

outcomes. Notably, our results demonstrated 
higher accuracy with a higher C-index for recur-
rence than with traditionally used prognostic 
factors, such as FIGO staging and LN metasta-
sis. In addition, clinicopathological characteris-
tics, such as FIGO stage, tumor size, LVSI, LN 
metastasis, and response to CCRT, gradually 
worsened as the groups changed from 1 to 4. 
Our results indicate that AI technology can  
facilitate the development of personalized 
treatment strategies for patients with cervical 
cancer based on our knowledge of the molecu-
lar mechanism of cervical cancer growth [26, 
27]. For example, for clinical implementation, if 
a young female diagnosed with cervical cancer 
undergoes radical hysterectomy at an early 
stage and is not recommended to undergo 
adjuvant therapy but is diagnosed to have 
group 4 cancer according to the molecular clas-
sification system, gynecologists may choose 
adjuvant therapy, chemotherapy, or frequent 
follow-ups, because this patient is at a high risk 
of LVSI, LN metastasis, and recurrence. In addi-
tion, patients who were at high risk of relapse, 
such as those with positive LNs, positive resec-

Table 4. Clinicopathological characteristics comparing group 2 and group 3
Group 2 (N = 26) Group 3 (N = 51) P-value

Age 52.92 ± 11.29 47.18 ± 10.15 0.027
FIGO stage < 0.001
    I-IIA 22 (84.62%) 25 (49.01%)
    IIB-IV 4 (15.38%) 26 (50.98%)
Cell Type 0.099
    Squamous 19 (73.1%) 44 (86.3%)
    Others 7 (26.9%) 7 (13.7%)
Grade 0.779
    Low/Moderate 14 (63.64%) 29 (56.86%)
    Poor 8 (36.36%) 22 (43.14%)
Tumor size (mm) 22.42 ± 16.62 36.92 ± 19.48 < 0.001
LVSI 0.044
    Negative 15 (57.7%) 3 (20.0%)
    Positive 11 (42.3%) 12 (80.0%)
LN metastasis 0.050
    Negative 23 (88.46%) 18 (62.07%)
    Positive 3 (11.54%) 11 (37.93%)
Response to chemoradiation therapy 0.018
    Good 8 (100.00%) 11 (57.89%)
    Poor 0 (0.0%) 8 (42.11%)
FIGO, International Federation of Gynecology and Obstetrics; LVSI, Lymph vascular space invasion; LN, Lymph node. Protein 
expression was determined through analysis of an immunohistochemically stained tissue array as described in the materials 
and methods section.
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tion margins, or parametrial invasion according 
to pathology reports, underwent CCRT after 
surgical resection. However, when a patient is 
diagnosed to have molecular group 4 cancer, 
which shows a poor response to CCRT, gyne-
cologists could select additional systemic che-

motherapy or therapy using anti-angiogenesis 
inhibitors to improve survival, guide personal-
ized clinical treatment, and provide a strong 
treatment plan for patients with poor prognosis 
to improve the patient survival rate [28]. 
Notably, due to the development of the molecu-

Figure 2. Assessment of an integrative clinico-molecular model for cervical cancer prognosis on the test cohort. A. 
Comparison of concordance index (C-index) for clinical factor, molecular classification and combination of clinical 
information and molecular classification. B. Time - dependent area under the ROC curve (AUC) of disease free sur-
vival. LNM, Lymph node metastasis.
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lar classification system, the combination of 
clinical factors with the molecular classification 
significantly increased the predictive power of 
prognosis. 

Recent advancements in transcriptomic, pro-
teomic, and AI technologies have enabled the 
identification of 10 biomarkers, including ATP- 
5H, SCP3, pERK, NANOG, PTEN, p16, CRY1, 
TRPV1, and FOXO1, that exhibit significantly dif-
ferent expression levels in cervical cancer tis-
sues and nonadjacent normal epithelial tis-
sues. These biomarkers are associated with 
the prognosis of cervical cancer and the 
response to chemotherapy. Using a Random 
Forest model, ATP5H, SCP3, and NANOG were 
identified to be the most critical biomarkers for 
molecular classification, with the potential to 
predict the survival of patients with cervical 
cancer. Previous studies have revealed that  
the levels of ATP5H, the D subunit of mitochon-
drial ATP synthase, are lower in cervical cancer 
specimens than in healthy controls, and this 
difference in ATP5H levels is associated with 
cervical cancer progression and poor prognosis 
[12, 13]. SCP3, a synaptonemal complex pro-
tein involved in DNA binding and chromosome 
pairing during meiosis, is associated with 
aggressive disease and poor prognosis in pa- 
tients with cervical cancer [13, 29]. Moreover, 
NANOG functions as a key cancer stem cell 
transcription factor that has been found to be 
significantly overexpressed in cervical cancer 
specimens and is correlated with poor respon- 
se to chemoradiotherapy and poor PFS in 
patients with cervical cancer [13, 16, 18, 19, 
30-32]. Additionally, beyond the analysis of the 
clinicopathological characteristics associated 
with these biomarkers, recent studies have 
examined the signaling pathways involved in 
cervical cancer progression and therapeutic 
resistance to provide novel molecular classifi-
cations. For example, Cho et al., reported that 
loss of ATP5H leads to mitochondrial repro-
gramming, which promotes AKT activation and 
resistance to therapy, whereas SCP3 overex-
pression promotes AKT-mediated tumorigene-
sis [12, 29]. In addition, Noh et al., found that 
activation of the AKT signaling pathway pro-
motes the expression of NANOG, leading to the 
acquisition of cancer stem cell-like properties 
and immune evasion in cancer cells [32]. 
Furthermore, AKT activation promotes the 
cyclin D-CDK4/6 pathway, leading to the over-

expression of NANOG and SCP3, which leads to 
sensitization of therapy-refractory cancer [13]. 
Interestingly, these biomarkers are closely 
related to the AKT pathway, which plays a criti-
cal role in the initiation and progression of cer-
vical cancer [33]. HPV-induced infection, fol-
lowed by the expression of E6 or E7, activates 
the AKT signaling pathway, leading to malignan-
cy initiation, cell proliferation, metastasis, and 
drug resistance, which are the primary path-
ways in cervical cancer [34]. Therefore, the 
selection of these biomarkers, which are close-
ly related to the AKT pathway, is relevant for 
novel molecular classification and detection of 
resistance to therapy, as these biomarkers are 
involved in the primary pathway of cervical car-
cinogenesis. Further research on these bio-
markers and their interactions with the AKT 
pathway could lead to a better understanding 
of cervical cancer initiation and progression 
and potentially improve the clinical manage-
ment of cervical cancer with a high C-index. 
These findings provide a solid foundation for 
the development and validation of a model for 
predicting cervical cancer prognosis and offer 
valuable clinical insights for improving patient 
outcomes.

Limitations of the study

The notable strength of our study is demon-
strated by the linear model’s performance, 
which closely aligns with that of the XGBoost 
algorithm, as detailed in Supplementary Figure 
4. Despite XGBoost’s recognition for its 
advanced capabilities, out linear model not 
only competes effectively in terms of accuracy 
but also excels in providing transparency and 
interpretability. These qualities are indispens-
able for informed clinical decision-making with-
in the realm of precision medicine. However,  
it is imperative to acknowledge the study’s  
limitations, such as its modest sample size and 
the confines of a single-center retrospective 
design, which necessitate a prudent interpreta-
tion of the results. To ascertain the clinical 
validity and reliability of our findings, further 
validation in a broader, multicenter cohort is 
essential. Pursuing this line of inquiry has the 
potential to refine classification methodologies, 
thereby enhancing patient outcomes and shap-
ing individualized treatment modalities in cervi-
cal cancer management. 
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Conclusions

In conclusion, our investigation elucidates  
that an integrative molecular classification 
framework, devised via the analysis of surgical 
specimen and augmented by an artificial intel-
ligence methodologist, possesses the capabili-
ty to prognosticate clinical outcomes, discern 
patients with heightened recurrence risk, and 
appraise treatment efficacy in cervical cancer. 
Hence, this classification paradigm could by 
instrumental in refining personalized therapeu-
tic stratification for individuals afflicted with 
cervical cancer, thereby advancing precision 
oncology. 
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Gene selection

The data set was divided into a training set (70%) and a test set (30%) with further stratification into deri-
vation and validation sets within the training set. The molecular classification model was constructed 
using all the 27 protein expression levels. The new group was developed in the deviation set using a cox 
proportional hazards model with a lasso penalty by solving.

log
min

1- + < <b b m b^^ h h,

Where β is a vector of variable coefficients, the parameter λ >0 controls penalization strength (large λ 
correspond to greater penalization), and log(β) is the partial likelihood function of the Cox model. The 
parameter λ was chosen to minimize mean partial likelihood function of the Cox model. The parameter 
λ was chosen to minimize mean partial likelihood deviance in the hold-out set of ten-fold cross valida-
tion in the derivation set. The glmnet package in R was used to perform the fit. To ensure the coefficient 
for age, i.e β𝑎ge would be non-zero, they were exempted from the penalization. This was done to prevent 
the model from trying to capture the effects of age on the endpoint using the gene variables. For the 
chosen penalization strength, the model had 7 other non-zero coefficient βk. Further to estimate the 
robustness of proteins selected by lasso-penalized Cox method, we performed bootstrapping. Using 
resampling with replacement, we sampled 100 different sets of 134 participants from deviation set in 
the recurrent population. In each seat, we trained lasso-penalized Cox models, for 20 different values 
of model size penalization parameter λ using all the gene measurement, age, where age was excluded 
from penalization (i.e forced into the model). For the λ closet to the λ used to derivation gene, we count-
ed how often each gene was included in the 1000 different models. 

Development of molecular classification with

To tried non-linear methos to create a risk score. As a non-linear approach for creating risk score, we 
trained a Cox proportional hazard model with gradient boosted trees using XGBoost [29]. We used ran-
dom search which cross validation to adjust the following tree hyperparameters: mx tree depth, learning 
rate, data instance subsampling, variable sampling, minimum child weight. To further prevent overfit-
ting, we used early stopping to determine the number of boosting iterations. The non-linear and linear 
models were compared using five-fold cross-validation on the derivation set and we found the perfor-
mance of both models to be similar. Risk score were calculating using XGBoost, rBayesianOptimization, 
surv XGBoost and careEnsemble packages in R. A decision tree algorithm was used to obtain the opti-
mal cut-off point. The C4.5 algorithm is one of the classification algorithms used to create decision 
trees. The Gini index is one of the crucial metrics used in the C4.5 algorithm as a criterion for node 
splitting. Decision trees are used to divide data based on specific attributes and classify them into dif-
ferent classes. We selected the cut-off point that minimizes the Gini index by dividing the train data of 
the continuous variable at all possible split points. The Gini index is employed to measure the impurity 
of a particular node, where impurity refers to how well the data in the node is mixed with different 
classes. In other words, a higher Gini index indicates that the data in the node is spread across multiple 
classes, leading to higher uncertainty.

Gini index 1 1 ( 0) ( 1)p Y p Yp21

2 2
ii

c= - = - = - =
=

6 6@ @/
c = class number, Y = overall survival or progression-free survival.

The log-rank test and the Kaplan-Meier analysis was performed to ensure that all clusters were signifi-
cantly stratified. During the training, accuracy increases with the epoch flow up from 1 to 1000, and 
best optimal cut off with the highest log-likelihood test score was selected for cut off value.
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Supplementary Figure 1. Overall data processing algorithm and detailed methods. 
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Supplementary Figure 2. Stratified prognostic biomarker assessment process. (A) Cross-validation for selecting 
penalization strength for fitting gene DFS risk prediction models. The figure demonstrates how the penalization 
strength λ for fitting the Risk score using all the Gene measurements, age, where age is excluded from the penaliza-
tion, is selected based on the partial likelihood deviance (PLD) in ten-fold cross-validation. The red dots represent 
the mean PLD for each λ that was used and the bars represent one standard deviation in each direction for the 
cross-validations. The top x-axis shows how the number of non-zero coefficients changes with the penalization 
strength. For each panel, the vertical dotted line to the left indicates the λ that gave the lowest mean PLD; this is the 
penalization strength λm that was used to develop the DFS risk score. The vertical line to the right indicates the high-
est λ that gave a mean PLD within one standard deviation from the PLD corresponding to λm. (A) shows the PLDs 
for all 100 tested λs while (B) shows in close up the PLDs for the λs closest to λm. (B) Risk score predicting disease 
free survival weights and relationship with risk scores with derivation set. (C) shows the frequency of inclusion of 
the different gene in multiple DFS risk models. The models are Lasso penalized Cox models using age, and the 27 
genes as candidate features, where age was excluded from the penalization, trained on 1,000 different resamplings 
of the derivation data. Out of the twenty tried penalization strengths, these figures show results for the λ closest to 
λm used to train DFS risk score. Shown is the proportion of models that include the 12 genes that are included in 
at least 50% of the models; the labels on the x-axis are the gene names. ATP5H is the only protein that is included 
in every model and SCP3, NANOG, pERK1/2, and FOXO1 was other gene included in more than 95% of the models.
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Supplementary Table 1. Probes and weights for DFS risk score trained including age covariates

k (index)** Gene 
Name wk (weight)* Weight for standardizing 

with training set: w’k
Standard deviation of stan-
dardizing probe value: sk

Average standardizing 
probe value: mk

Proportion of Absolute Standardized 
Weight of Total Norm of Weights HR (per SD) p-value

1 ATP5H -0.31550225 -0.913616025 2.895751223 4.037558685 63.44255676 0.20 (0.14-0.29) < 0.001

2 FOXO1 0.019658418 0.767939434 39.06415233 217.5776398 53.32660525 1.00 (0.78-1.27) 0.99

3 NANOG 0.015793919 0.721353092 45.67283675 173.2254902 50.09159565 1.50 (1.24-1.82) < 0.001

4 SCP3 0.124533849 0.334557866 2.686481366 7.066666667 23.23208634 2.04 (1.64-2.54) < 0.001

5 pERK1/2 0.002157925 0.090910846 42.12881926 48.04166667 6.31295462 0.86 (0.69-1.07) 0.19

6 pAKT 0.001190521 0.066616001 55.9553346 223.3680982 4.625892425 1.61 (1.28-2.03) < 0.001

7 LC3B 0.00085308 0.05371537 62.96639609 160.5939394 3.730057591 1.44 (1.16-1.77) < 0.001
*The protein score is given by the formula below, where xk is the raw probe measurement for probe with index k (see Methods); **The weights wk are sorted based on the decreased order for absolute weights corresponding to standardiza-
tion of probe measurements in the training set (w’k); note that wk = w’k/sk. All results reported in this table are obtained from the derivation set N = 134. Column descriptions: SeqId: Identifier of SOMAScan aptamer; Gene Name: The gene 
name corresponding to protein target; Target Name: Short-hand name of the targeted protein; Target Full Name: Long-hand name for the targeted protain; UniProt: The UniProt identifier for the targeted protein.
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Supplementary Figure 3. The heatmap of molecular classification model of cervical cancer.
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Supplementary Figure 4. The figure shows the Harrell’s C-indices were calculated by bootsraping performed in the 
Test data set (N = 89). Using resampling with replacement we sampled 100 different sets of participants from the 
Test set in the primary event population. We performed the 1000 different models. These results demonstrate no 
obvious benefit from using the non-linear gradient boosted tree cox model or the simpler penalized linear cox model 
over Decision Tree algorithm.


