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Abstract: Gallbladder cancer (GBC) is a malignancy with a bleak prognosis, and radical surgery remains the primary 
treatment option. However, the high postoperative recurrence rate and the lack of individualized risk assessment 
tools limit the effectiveness of current treatment strategies. This study aims to identify risk factors affecting the 
short-term disease-free survival (DFS) of GBC patients using machine learning methods and to build a prediction 
model. A retrospective analysis was conducted on the clinical data from 328 GBC patients treated at the First 
Affiliated Hospital of Huzhou University from 2008 to 2021. Patients were randomly divided into a training set 
(n=230) and a validation set (n=98). Clinical data, laboratory indexes, and follow-up data were collected. Univariate 
Cox regression analysis identified age, tumor T-staging, lymph node metastasis, differentiation degree, and CA199 
level as prognostic factors affecting DFS (all P<0.05). A prediction model constructed using the LASSO regression 
achieved AUCs of 0.827 and 0.801 for predicting 1-year and 3-year DFS, respectively. Notably, the XGBoost regres-
sion model showed higher prediction accuracy with AUCs of 0.922 and 0.947, respectively. The Delong test con-
firmed that the XGBoost model had significantly higher AUC values compared to the LASSO model (all P<0.001). In 
the validation set, the XGBoost model demonstrated AUCs of 0.764 and 0.761 for predicting 1-year and 3-year DFS, 
respectively. Overall, the XGBoost regression model demonstrates high accuracy and clinical value in predicting 
short-term DFS in GBC patients after radical surgery, offering a valuable tool for personalized treatment.
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Introduction

Gallbladder cancer (GBC), a gastrointestinal 
malignancy originating from the gallbladder 
mucous membrane, is highly occult and malig-
nant, often metastasizing at an early stage [1]. 
The five-year survival rate for GBC is less than 
5%, with radical surgery being the only potential 
cure [2]. In China, the incidence of GBC is 
approximately 1.00 to 1.30 per 100,000 peo-
ple, making it the sixth most common gastroin-
testinal cancers and accounting for 0.4 to  
3.8% of biliary tract diseases [3]. Globally, the 
incidence of GBC is higher in Asia and Latin 
America compared to other regions, with nota-
ble gender differences (higher incidence in 
females while higher mortality rate in males) 
[4]. Major risk factors for GBC include gallblad-
der stones, chronic cholecystitis, gallbladder 
polyps, and gallbladder-preserving cholecystoli-

thotomy [5]. Calculi and chronic inflammation 
can cause long-term irritation of the mucosa, 
potentially leading to malignancy [6]. Although 
research into the molecular mechanisms of 
GBC is limited, the disease is believed to be 
associated with various genetic changes.

Early-stage GBC usually presents no obvious or 
specific symptoms, with some patients devel-
oping gallstones or cholecystitis symptoms, 
such as right upper quadrant pain and post-
prandial nausea and vomiting [7]. GBC diagno-
sis relies primarily on imaging, with ultrasound 
being the preferred option, while contrast-
enhanced computed tomography (CT) is more 
valuable in evaluating tumor invasion and 
lymph node metastasis (LNM) [8]. Magnetic 
resonance imaging (MRI) has high accuracy in 
diagnosing early GBC, while positron emission 
tomography-CT (PET-CT), although highly accu-
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rate, is less commonly used in clinical practice 
due to cost. At present, the treatment options 
for GBC mainly include surgery, chemotherapy, 
radiotherapy, targeted therapy, and immuno-
therapy, with surgery being the only potential 
radical cure [9]. However, the postoperative 
recurrence rate of GBC is as high, ranging from 
40-60% [10]. The specific reason for this high 
recurrence rate remains elusive, but some 
studies suggest it may be related to the biologi-
cal behavior of tumors, individual differences  
in patients, and specific surgical procedures. 
Although some research has been conducted 
on the recurrence and long-term prognosis of 
GBC following radical surgery, the number of 
related studies is limited, and the results are 
inconsistent. An international multicenter stu- 
dy by Margonis et al. [11] found that approxi-
mately 35.0% of patients experienced postop-
erative recurrence, with a median recurrence-
free survival (RFS) time of 9.5 months; and 
their analysis identified that T3 GBC, tumor 
remnants, and lymphovascular invasion were 
independent risk factors for postoperative 
recurrence. A retrospective study [12] involving 
117 patients found that about 73.5% (86) of 
patients relapsed within two years of postop-
erative follow-up.

Despite these findings, existing studies have 
several limitations. Many of them rely on tradi-
tional statistical methods, which may not fully 
capture the complexity and interactions among 
multiple prognostic factors. Additionally, these 
studies often have small sample sizes, limiting 
the generalizability of their findings. Moreover, 
the predictive models used in previous research 
lack the precision and individualized approach 
required for effective risk assessment and per-
sonalized treatment planning.

To address these gaps, our study employed 
advanced machine learning techniques, spe-
cifically the least absolute shrinkage and selec-
tion operator (LASSO) regression and XGBoost 
regression, to identify characteristic factors 
affecting disease-free survival (DFS), and a 
highly accurate predictive model was con-
structed based on the idented risk factors. 
These findings provide more reliable tools for 
clinicians to develop targeted treatment plans 
and follow-up strategies, significantly improving 
patient outcomes and quality of life. Further- 
more, the validation of our model with external 
datasets confirms its robustness and practical 

applicability, promoting the advancement of 
personalized healthcare in GBC treatment.

Methods and data

Clinical data

A retrospective analysis was conducted on GBC 
patients who received treatment at the First 
affiliated Hospital of Huzhou University from 
March 2008 to March 2021. This study was 
approved by the Medical Ethics Committee of 
the First affiliated Hospital of Huzhou University. 
Due to the retrospective nature of this study, 
informed consent was waived.

Inclusion and exclusion criterion

Inclusion criteria: (1) Confirmed primary GBC by 
postoperative pathological results; (2) Patho- 
logical TNM stage of the tumor: T1b to T3; (3) 
No preoperative chemotherapy or other related 
treatment; (4) Complete postoperative follow-
up records, including at least one postopera-
tive image examination data.

Exclusion criteria: (1) Patients diagnosed with 
secondary GBC; (2) Patients who did not recei- 
ve surgical treatment or underwent only pallia-
tive surgery with positive surgical margins, or 
those who only received cholecystectomy; (3) 
Patients who had received neoadjuvant thera-
py or conversion therapy before surgery; (4) 
Patients with other malignancies or diseases 
(e.g., heart, lung, or cerebrovascular diseases) 
that seriously affected their survival, or those 
with active inflammation and abnormal coagu-
lation function; (5) Patients who tool non-steroi-
dal anti-inflammatory drugs or intravenous 
albumin after admission; (6) Patients who died 
within 30 days after surgery; (7) Patients who 
were lost to follow-up.

Sample information

According to the above inclusion and exclusion 
criteria, we identified 328 cases that met the 
requirements. Subsequently, the patients were 
divided into a training set (n=230) and a valida-
tion set (n=98) at a 7:3 ratio.

Clinical data acquisition

Patient-related information was collected th- 
rough outpatient follow-up records, electronic 
pathology reports, and the hospital follow-up 
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system. The baseline data included age, sex, 
body mass index (BMI), surgical approach, 
pathological type, tumor size, T-staging, lymph 
node metastasis (LNM), perineural invasion, 
vascular invasion, and differentiation degree. 
The laboratory indexes were collected, includ-
ing carbohydrate antigen 199 (CA199), alanine 
transaminase (ALT), aspartate transaminase 
(AST), total bilirubin (TBIL), and albumin (Alb).

XGBoost regression

We utilized the XGBoost algorithm to model  
the survival analysis data, using Cox regression 
as the objective function and evaluating the 
model performance through negative log-likeli-
hood. To prevent over-fitting, we set the maxi-
mum tree depth to 6 and the learning rate to 
0.01, applying random sampling of both sam-
ples and features. We evaluated the model’s 
performance through 10-fold cross-validation, 
with 400 iterations per tree, and used the early 
stopping strategy to halt the training after 50 
rounds without improvement in performance. 
In addition, stratified sampling was implement-
ed to maintain consistency in data distribution, 
and the training results were regularly output  
to monitor progress. These steps collectively 
ensured the generalization ability and predic-
tion accuracy of the model [13].

LASSO regression

We used the LASSO method in the glmnet 
package to perform Cox regression analysis. 
The glmnet function was used to fit a Cox 
regression model, where survival time and sur-
vival status were considered as response vari-
ables, and covariate matrices as predictors. To 
determine the optimal regularization strength, 
we used the cv.glmnet function for cross-valida-
tion, which helps to select the optimal model 
complexity while preventing over-fitting. Cross-
validation results provided two important lamb-
da values: lambda_min that minimizes the 
cross-validation error, and lambda_1se which 
lies within the standard error range of 1, offer-
ing a more lenient regularization option. In this 
study, we selected lambda_min for further 
study [14].

DFS definition

Disease-free survival (DFS) is defined as the 
period following primary treatment for gallblad-

der cancer (GBC) during which the patient 
remains free from any signs or symptoms of the 
cancer. For our study, DFS was determined 
using the following criteria: (1) No Recurrence 
of Gallbladder Cancer: DFS was determined  
by the absence of local, regional, or distant 
recurrence of gallbladder cancer. This was con-
firmed through follow-up imaging studies, such 
as ultrasound, contrast-enhanced computed 
tomography (CT), or magnetic resonance imag-
ing (MRI). (2) No New Primary Cancer: Patients 
were monitored for the development of any new 
primary malignancies. The occurrence of a new, 
unrelated primary cancer was considered as an 
event impacting DFS (Figure 1).

Outcome measures

Primary outcome measures: 1. Univariate Cox 
regression was used to identify prognostic fac-
tors of DFS. 2. LASSO and XGBoost regression 
were employed for the screening of DFS-
associated prognostic factors, and a prediction 
model (training set) was constructed. 3. Time-
dependent receiver operating characteristic 
(ROC) curves, calibration curves, and decision 
curve analysis (DCA) were used to analyze the 
accuracy, clinical value, and stability of the two 
models in predicting patients’ DFS on the train-
ing set. 

Secondary outcome measures: 1. Differences 
in clinical data and laboratory indicators be- 
tween the validation and training sets were 
compared. 2. The area under the curve (AUC) 
difference between the two models in predict-
ing the 1- and 3-year survival of patients was 
analyzed by the Delong test. 3. The validation 
set was used to evaluate the predictive value of 
the XGBoost model in determining DFS.

Statistical analysis

SPSS 26.0 software was first used to pre-pro-
cess the data and perform basic statistical 
analysis. Count data were expressed in rate (%) 
and analyzed using chi-square tests. For mea-
surement data, the data distribution was first 
evaluated by the Kolmogorov-Smirnov test. 
Normally distributed data were expressed as 
mean ± standard deviation (Mean ± SD) and 
analyzed by independent samples t-test. Non-
normally distributed data were represented by 
quartiles P50 (P25, P75). Further statistical 
analysis was carried out by R language (version 
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4.3.3). The R packages used for these analyses 
included rms (version 6.4.0), ResourceSelection 
(version 0.3-5), survival, survminer, openxlsx, 
Matrix, rms, XGBoost, rpart, data.table, ggplot2, 
and pROC. A P-value less than 0.05 indicated a 
statistically significant difference.

Results

Patient baseline data

By comparing patients’ baseline data, it was 
found that the two groups did not differ signifi-

cantly in age, sex, BMI (kg/m2), operation mode, 
pathological type, tumor size, T-staging, LNM, 
perineural invasion, vascular invasion, or differ-
entiation degree (P>0.05, Table 1).

Comparison of laboratory indexes between 
training and validation sets

The inter-group comparison of laboratory index-
es revealed no statistical differences in CA199 
levels, as well as preoperative albumin, ALT, 
AST, and TBIL levels between the training and 
validation sets (all P>0.05, Table 2).

Figure 1. Study flowchart.
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Table 1. Comparison of baseline data of patients between the two sets
Training set (n=230) Validation set (n=98) χ2 P

Age (years)
    ≥65 133 51 0.934 0.334
    <65 97 47
Sex
    Male 53 24 0.080 0.777
    Female 177 74
BMI (kg/m2)
    ≥23 179 80 0.599 0.439
    <23 51 18
Operation mode
    Open surgery 80 37 0.265 0.607
    Laparoscopic surgery 150 61
Pathological type
    Adenocarcinoma 207 85 0.75 0.387
    Squamous carcinoma 23 13
Tumor size
    ≥3 cm 127 57 0.242 0.623
    <3 cm 103 41
T-staging
    T1b 41 17 0.833 0.659
    T2 115 54
    T3 74 27
Lymph node metastasis
    With 92 43 0.427 0.514
    Without 138 55
Perineural invasion
    With 97 44 0.208 0.648
    Without 133 54
Vascular invasion
    With 78 29 0.584 0.445
    Without 152 69
Differentiation degree
    Poorly differentiated 78 37 0.446 0.504
    Moderately or well differentiated 152 61
Note: BMI, body mass index.

Table 2. Comparison of laboratory indexes between the two sets
Variable Training set (n=230) Validation set (n=98) statistic P
CA199 (U/ml) 128.10 [69.88, 435.68] 167.85 [47.55, 436.03] -0.610 0.542
Preoperative ALT (U/L) 26.30 [19.70, 33.48] 27.60 [18.00, 35.55] 0.052 0.959
Preoperative AST (U/L) 27.00 [23.00, 31.75] 26.50 [21.00, 33.00] -0.793 0.427
Preoperative TBIL (μmol/L) 18.00 [14.00, 22.00] 18.00 [14.85, 22.75] 0.235 0.815
Preoperative albumin (g/L) 39.80 [34.42, 44.88] 38.50 [33.62, 42.27] -1.357 0.175
Note: CA199, carbohydrate antigen 199; ALT, alanine transaminase; AST, aspartate transaminase; TBIL, total bilirubin.
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Screening for factors influencing 3-year DFS in 
the training set

Univariate Cox regression analysis was con-
ducted to screen factors affecting 3-year DFS 
in patients after radical surgery. The analysis 
identified age, T-staging, LNM, differentiation 
degree, and CA199 as prognostic factors for 
3-year DFS (Figures 2, 3).

Construction of a 3-year DFS model using 
LASSO regression

LASSO regression was used to construct a 
3-year DFS prediction model for GBC patients. 
All the 5 factors identified in the feature selec-
tion phase were incorporated into the model 
(Figure 4A, 4B). Subsequently, the LASSO 
regression model was used to plot the time-
dependent ROC curves for predicting 1- and 
3-year DFS, with the AUCs of 0.827 and 0.801, 
respectively (Figure 4C). The DCA for 1- and 
3-year DFS also demonstrated clinical net ben-
efits (Figure 4D). Moreover, the calibration 
curve showed a high degree of agreement 
between the predicted 1-year and 3-year out-
comes and the ideal gray reference line, indi-
cating that the model has good calibration and 
fitting accuracy (Figure 4E).

Construction of a 3-year DFS model using 
XGBoost regression

XGBoost regression was used to construct a 
3-year DFS prediction model for patients. The 
modeling process involved 200 iterations, with 

the optimal number of iterations determined to 
be 143, which was subsequently used for train-
ing the model (Figure 5A). Time-dependent 
ROC curves for the XGBoost regression model 
were plotted, with the AUCs of 0.922 for 1-year 
DFS and 0.947 for 3-year DFS (Figure 5B). 
Then, the clinical net benefit of the model for 
predicting patients’ 1-year and 3-year DFS was 
demonstrated by DCA (Figure 5C). In addition, 
the calibration curves showed a high degree of 
alignment with the ideal gray reference line, 
indicating that the model had a good fit for both 
1-year and 3-year DFS predictions (Figure 5D).

Comparison between LASSO and XGBoost 
models

The Delong test was used to compare the pre-
dictive accuracy of the two models for 1- and 
3-year DFS. The results showed that the 
XGBoost model had a significantly higher AUC 
in predicting both the 1-year and 3-year DFS 
than the LASSO model (Table 3, P<0.001).

External data validation of the Xboost model

At the end of the study, we validated the model 
using the data from validation set. The results 
showed that, when applied to the validation 
dataset, the XGBoost model achieved AUCs of 
0.764 for predicting 1-year DFS and 0.761 for 
predicting 3-year DFS (Figure 6A). In addition, 
the DCA revealed that the model was clinically 
beneficial in predicting both 1- and 3-year DFS 
(Figure 6B, 6C). Moreover, the calibration 
curves showed a high degree of alignment with 

Figure 2. Univariate analysis of 3-year DFS in the training set. Note: BMI, body mass index; CA199, carbohydrate 
antigen 199; ALT, alanine transaminase; AST, aspartate transaminase; TBIL, total bilirubin.
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Figure 3. K-M survival curves based 
on various prognostic factors. Note: 
CA199, carbohydrate Antigen 199.
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Figure 4. A prediction model for 1- and 3-year DFS in GBC patients after surgery based on LASSO regression. A, B. Regularization coefficients and feature factor 
screening. C. ROC curve analysis of the model’s predictive accuracy for 1- and 3-year DFS after GBC surgery. D. DCA of the clinical value of the model in predicting 
1- and 3-year DFS after GBC surgery. E. Calibration curve analysis of the model’s stability in predicting 1- and 3-year DFS after GBC surgery. Note: CA199, carbohy-
drate antigen 199; LASSO, Least Absolute Shrinkage and Selection Operator; ROC, receiver operating characteristic; DCA, decision curve analysis; DFS, disease-free 
survival.
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Figure 5. A prediction model for 1- and 3-year DFS in GBC patients after surgery based on XGBoost regression. A. Regularization coefficients and feature factor 
screening. B. ROC curve analysis of the model’s predictive accuracy for 1- and 3-year DFS after GBC surgery. C. DCA of the clinical value of the model in predicting 
1- and 3-year DFS after GBC surgery. D. Calibration curve analysis of the model’s stability in predicting 1- and 3-year DFS after GBC surgery. Note: XGBoost, Extreme 
Gradient Boosting; ROC, receiver operating characteristic; DCA, decision curve analysis; DFS, disease-free survival.
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the ideal gray line, indicating a good fitting of 
the model for both 1-year and 3-year DFS pre-
dictions (Figure 6D). Based on the results of 
the Lasso model, the AUCs for predicting 1-year 
and 3-year DFS was 0.783 and 0.786, respec-
tively (Figure 7A). In addition, DCA also con-
firmed that clinical benefit of the LASSO model 
in predicting patient 1- and 3- year DFS (Figure 
7B, 7C). Furthermore, the calibration curve for 
the LASSO model similarly showed a high over-
lap with the ideal gray line, indicating a good 
model fit (Figure 7D). No significant difference 
was observed in the ROC curves for 1-year and 
3-year DFS between the XGBoost and LASSO 
models in the validation set (Table 4).

Discussion

GBC is primarily treated with surgery. Although 
there is some controversy over surgical app- 
roaches, radical excision remains the accepted 
mainstay of treatment for GBC [15]. However, 
due to the characteristics of GBC, most patients 
are diagnosed at an advanced stage, resulting 
in a low percentage of patients feasible for radi-
cal surgery, usually not exceeding 10% [16]. 
Additionally, the risk of postoperative recur-
rence remains high, significantly affecting long-
term survival and quality of life.

The therapeutic effect for GBC is usually evalu-
ated by recurrence-free survival and overall 
survival, providing straightforward indicators 
for clinical outcomes. Clinical studies by 
Thorsten [17] and Uzun [18] have identified 
radical surgical resection as the most critical 
factor affecting the prognosis of GBC. Further 
research has highlighted that urban living  
background, the presence of cholelithiasis, 
N-staging, and M-staging also play significant 
roles in determining prognosis for GBC patients 
[19]. Additionally, multivariate analyses have 
shown that tumor differentiation, perineural 
invasion, T-staging, and N-staging are signifi-
cant predictors of patient prognosis [20]. 
Currently, there is a lack of uniform criteria for 
predicting early recurrence of GBC. A previous 

multicenter study [21] involving 309 post-surgi-
cal GBC patients found that 33.3% of patients 
relapsed at a median follow-up of 15.1 months, 
suggesting that 12 months may be a critical 
threshold for early recurrence. The study also 
noted that T3/4 GBC and poor tumor differen-
tiation were independent risk factors for early 
recurrence.

Age, T-staging, LNM, differentiation degree, 
and CA199 level were identified as prognostic 
factors affecting 3-year DFS in patients through 
univariate Cox regression analysis. Further 
analysis using LASSO and XGBoost regression 
confirmed these factors as independent prog-
nostic factors affecting DFS of GBC patients. 
Age is related to the decline of physiological 
functions and may affect patients’ tolerance 
and response to treatment [20]. Older patients 
may have more comorbidities, limiting their 
likelihood of receiving more aggressive treat-
ment, thereby affecting treatment efficacy and 
increasing recurrence risk [18]. T-staging is a 
key indicator for evaluating tumor invasiveness. 
T3-T4 tumors may have penetrated the gall-
bladder wall and invaded adjacent tissues or 
organs, increasing the complexity of surgery 
and the risk of postoperative recurrence [22]. 
Higher T-staging tumors may require more 
extensive surgical resection, impacting patient 
recovery and quality of life [23]. A multicenter 
study by Kim et al. [24] reported that the 2-year 
RFS of GBC patients was about 41% and that 
stage T3-T4 was an independent risk factor for 
recurrence within 2 years after radical surgery. 
As T-staging increases, there is a higher likeli-
hood of microsatellite tumor metastases in the 
liver or peritoneum, resulting in occult tumor 
remnants during surgical resection. Patients 
with T3 GBC are more likely to develop micro-
metastases in the liver or adjacent organs than 
those with T1b-T2 tumors, contributing to high-
er risk of early postoperative recurrence.

The presence of LNM is an important marker of 
tumor spread. In GBC, LNM may indicate a 
wider spread of the disease, leading to more 

Table 3. Comparison of the predictive accuracy between the two models in training set by Delong test
Marker 1 Marker 2 Z_value P_value AUC difference 95% CI
1 year-XGBoost 1 year-LASSO 5.359 <0.001 0.095 0.060-0.129
3-year-XGBoost 3-year-LASSO 6.895 <0.001 0.146 0.105-0.188
Note: LASSO, Least Absolute Shrinkage and Selection Operator; XGBoost, Extreme Gradient Boosting.
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Figure 6. Validation of the XGBoost prediction model using validation dataset. A. ROC curve analysis of the model’s predictive accuracy for 1- and 3-year DFS after 
GBC surgery. B, C. DCA of the clinical value of the model in predicting 1- and 3-year DFS after GBC surgery. D. Calibration curve analysis of the model’s stability in 
predicting 1- and 3-year DFS after GBC surgery. Note: XGBoost, Extreme Gradient Boosting; ROC, receiver operating characteristic; DCA, decision curve analysis; 
DFS, disease-free survival.

Figure 7. Validation of the Lasso prediction model using validation dataset. A. ROC curve analysis of the model’s predictive accuracy for 1- and 3-year DFS after 
GBC surgery. B, C. DCA of the clinical value of the model in predicting 1- and 3-year DFS after GBC surgery. D. Calibration curve analysis of the model’s stability in 
predicting 1- and 3-year DFS after GBC surgery. Note: LASSO, Least Absolute Shrinkage and Selection Operator; ROC, receiver operating characteristic; DCA, deci-
sion curve analysis; DFS, disease-free survival.
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complicated postoperative management and 
treatment strategies [25]. Effective identifica-
tion and treatment of LNM are essential to 
reduce recurrence and improve survival. As the 
N stage increases, the probability of LNM in 
patients also rises, significantly worsening 
patient prognosis [26]. The differentiation of 
tumors is an important indicator of their biologi-
cal characteristics. Low-differentiated tumors 
usually have a higher proliferation rate and 
aggressiveness, leading to faster disease pro-
gression and a higher recurrence risk [27]. 
Poorly differentiated tumors often have a poor-
er response to chemotherapy and radiotherapy, 
complicating treatment. Prak et al. [28] identi-
fied poorly differentiated GBC as an indepen-
dent risk factor for postoperative recurrence. 
Elevated levels of CA199, a tumor marker, are 
often associated with the presence and pro-
gression of GBC and indicate a higher tumor 
burden, adversely affecting patient outcomes 
[29]. Previous research by Li et al. [30] found 
that the long-term survival outcome of GBC 
patients with abnormal CA19-9 levels after rad-
ical surgery was poor. Yang et al. [31] found that 
adjuvant therapy after radical surgery did not 
significantly improve the overall survival and 
DFS of patients with T3 GBC, and CA19-9>39 
U/ml was an independent risk factor for both 
overall survival and DFS. By combining these 
factors, we can understand how they affect the 
prognosis of GBC patients through different 
biological pathways and responses to treat-
ment. In clinical practice, identifying and evalu-
ating these prognostic factors are essential for 
developing personalized treatment plans and 
making accurate prognostic predictions.

Building predictive models for DFS in GBC 
patients is essential for advancing personal-
ized medical care. Such models enable doctors 
to develop more precise treatment plans tai-
lored to the specific conditions of each patient. 
Predictive models are instrumental in identify-
ing high-risk patients at an early stage, allowing 
for timely medical intervention that can improve 

treatment outcomes [32]. When constructing a 
prediction model, it is important to consider the 
strengths of different algorithms. For example, 
univariate Cox regression analysis can identify 
prognostic factors affecting DFS, while LASSO 
and XGBoost regression can further refine 
these to determine the independent prognostic 
factors [33]. By comprehensively comparing 
these methods, a model with high prediction 
accuracy, strong generalization ability, and high 
computational efficiency can be selected to 
optimally predict patient DFS and provide 
strong decision support for clinical treatment. 
In this study, we found that the prediction 
model constructed using XGBoost regression is 
superior to that built on LASSO regression in 
terms of clinical benefit and stability. Moreover, 
the Delong test confirmed that the XGBoost-
based prediction model had superior predictive 
ability for both 1-year and 3-year DFS compared 
to the LASSO-based model. These results illus-
trate the effectiveness of advanced machine 
learning techniques such as XGBoost regres-
sion in analyzing complex clinical data and 
making accurate prognostic prediction. The 
XGBoost model is a powerful tool for predicting 
DFS in patients with GBC due to its ability to 
process a large number of features and control 
for overfitting.

However, this study has several limitations, 
including a small sample size, a limited scope, 
and a short follow-up time, all of which neces-
sitate external validation. As a retrospective 
analysis from a single medical center, the sam-
ple size is relatively small, potentially limiting 
the generalizability and stability of the results. 
Additionally, the short-term follow-up data may 
not fully capture long-term survival outcomes, 
restricting the evaluation of the prediction  
model’s long-term effectiveness. Although the 
model performs well internally, external valida-
tion is crucial to confirm its applicability and 
effectiveness across different clinical settings. 
These limitations underscore the need for more 
rigorous validation with larger sample sizes and 

Table 4. Comparison of the predictive accuracy between the two models in validation set by Delong 
test
Marker 1 Marker 2 Z_value P_value AUC difference 95% CI
1 year-XGBoost 1 year-LASSO -0.661 0.509 -0.019 -0.058-0.029
3-year-XGBoost 3-year-LASSO -1.438 0.15 -0.025 -0.067-0.010
Note: LASSO, Least Absolute Shrinkage and Selection Operator; XGBoost, Extreme Gradient Boosting.
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long-term data in future studies before applying 
these findings to clinical practice.

Conclusion

To sum up, age, T-staging, LNM, differentiation 
degree, and CA199 are independent prognos-
tic factors for 3-year DFS in GBC patients. 
Moreover, the XGBoost regression model 
shows high accuracy and clinical value in pre-
dicting short-term DFS in patients after radical 
GBC surgery, providing a valuable tool for indi-
vidualized treatment.
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