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Abstract: Objectives: The aim of this study is to evaluate the impact of various dimensionality reduction methods, 
including principal component analysis (PCA), Laplacian score, and Chi-square feature selection, on the classi-
fication performance of an electroencephalogram (EEG) dataset. Methods: We applied dimensionality reduction 
techniques, including PCA, Laplacian score, and Chi-square feature selection, and assessed their impact on the 
classification performance of EEG data using linear regression, K-nearest neighbour (KNN), and Naive Bayes clas-
sifiers. The models were evaluated in terms of their classification accuracy and computational efficiency. Results: 
Our findings suggest that all dimensionality reduction strategies generally improved or maintained classification 
accuracy while reducing the computational load. Notably, PCA and Autofeat techniques led to increased accuracy 
for the models. Conclusions: The use of dimensionality reduction techniques can enhance EEG data classification 
by reducing computational demands without compromising accuracy. These results demonstrate the potential for 
these techniques to be applied in scenarios where both computational efficiency and high accuracy are desired. The 
code used in this study is available at https://github.com/movahedso/Emotion-analysis.

Keywords: Dimensionality reduction, electroencephalogram (EEG), feature sets, principal component analysis 
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classifiers

Introduction

Autonomous non-invasive detection of emo-
tional states is potentially useful in multiple 
domains such as human-robot interaction and 
mental healthcare [1]. Identifying emotional 
states provides several benefits, including en- 
hancing personalization in healthcare, enabling 
more intuitive and engaging human-robot inter-
actions, and offering objective assessments  
of mental health conditions [2]. In healthcare, 
this technology can help tailor treatments for 
emotional disorders and provide continuous 
monitoring of patients [3]. In human-computer 
interaction, emotion recognition facilitates the 
development of empathetic and adaptive sys-
tems, leading to improved user experiences [4]. 
Additionally, emotion recognition has the poten-
tial to provide non-verbal cues that are crucial 

in understanding and supporting individuals in 
a wide range of social and therapeutic contexts 
[5].

Identifying emotional states can provide a new 
level of engagement between the user and the 
machine and allow for the extraction of con-
crete information independent of spoken com-
munication [6, 7]. Brain signals data is becom-
ing more accessible to both the consumer 
industry and research mainly to the expan- 
sion of low-cost electroencephalography (EEG) 
equipment [8, 9]. As a result, it creates the 
demand for autonomous classification without 
the necessity for an on-site specialist.

Dimensionality reduction plays a crucial role in 
EEG-based emotion recognition by reducing the 
high dimensionality inherent in EEG signals, 
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thereby enhancing computational efficiency 
[10]. This reduction in dimensions not only miti-
gates the computational load but also helps in 
addressing the challenges posed by the ‘curse 
of dimensionality’, which can otherwise hinder 
model performance [11]. By extracting the 
most relevant features from the EEG data, 
dimensionality reduction enables faster and 
more efficient machine learning algorithms, 
which is essential for real-time applications. 
The practical application value is particularly 
significant in scenarios such as healthcare, 
mental health assessments, and human-robot 
interaction, where efficient processing of emo-
tional data is vital [12]. For example, it allows 
the development of more responsive and adap-
tive systems capable of recognizing and react-
ing to human emotions, thus fostering more 
natural and effective interactions.

Real-world data, like brain signals, typically has 
a high degree of dimension. Its dimensionality 
should always be decreased in order to appro-
priately handle such data [13, 14]. The process 
of transforming highly dimensional data into a 
useful representation of decreased dimension-
ality is known as dimensionality reduction [15, 
16]. The dimensionality of the reduced repre-
sentation should ideally match the intrinsic 
dimensionality of the data [17]. The bare mini-
mum of parameters required to explain the 
observable qualities of the data is known as 
the intrinsic dimension of the data [18, 19]. 
Dimensionality reduction is crucial in many 
fields because it reduces the negative effects 
of dimensionality and other high-dimensional 
spatial characteristics [1, 20]. Therefore, 
dimensionality reduction makes it easier to 
classify, visualise, and compress high-dimen-
sional data, among other things [21].

EEG recordings are high-dimensional by nature 
since the data is spatiotemporally organised. 
As a result, the multiple comparison problem 
(MCP) frequently arises when we use statis- 
tical analysis to compare brain activities under 
various settings. Since most experiments have 
thousands of dependent variables, it is typi- 
cally challenging to manage the family-wise 
error rate (FWER) using conventional statistical 
techniques that work at the level of a single 
comparison [22, 23]. Furthermore, pre-proce- 
ssing of data to classification with a raw EEG 
stream is highly challenging due to the high 

dimensionality, diversity, randomization, and 
non-stationary features. To find valuable statis-
tics and simplify the model development proce-
dure, dimension reduction can be used. This 
will allow for time and computing resource sav-
ings during the training and classification oper-
ations. In order to compare various techniques, 
this work focuses on dimension reduction of 
mental emotion EEG data.

In the context of human emotional analysis, 
dimensionality reduction methods play a cru-
cial role by making it possible to handle high-
dimensional EEG data more efficiently while 
preserving meaningful features that are direct-
ly linked to emotional states. The process of 
reducing the dimensionality helps in highlight-
ing the most relevant signal patterns that can 
be used to classify different emotional catego-
ries, thus enabling the automatic recognition of 
emotions in real-world scenarios. Understand- 
ing which features are most relevant for distin-
guishing between emotional states can also 
help us develop more interpretable models, 
ultimately contributing to advancements in 
areas like mental health diagnostics and 
human-robot interaction.

This study focuses on the effectiveness of vari-
ous dimensionality reduction techniques such 
as PCA, Laplacian score, and Chi-square fea-
ture selection, on the classification perfor-
mance of an EEG dataset using linear regres-
sion, K-nearest neighbour (KNN), and Naive 
Bayes classifiers. The study aims to evaluate 
the impact of these techniques on classifica-
tion performance and their effectiveness in 
reducing the computational load while main-
taining or improving performance. The study 
concludes that using all dimensionality re- 
duction strategies can generally improve or 
maintain classification accuracy and that PCA 
and Autofeat techniques can increase the 
accuracy of the models. The study’s findings 
have significant implications for various fields, 
including finance, healthcare, and social 
sciences.

The five sections of this paper are arranged as 
follows. There is a literature review in part II. 
Section III focuses on the conceptual under- 
pinnings of our research and method. In part  
IV, the results are discussed and assessed. In 
part V, we discuss and conclude the paper.
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Material and methods

Dataset description

This study employs the EEG Brainwave Dataset: 
Feeling Emotions, which is publicly available at 
https://www.kaggle.com/datasets/birdy654/
eeg-brainwave-dataset-feeling-emotions. It is a 
dataset based on EEG brainwave data collect-
ed from two subjects, one male and one female, 
between the ages of 20-22 [24]. The dataset 
comprises 12 minutes of brain activity data 
from each subject, recorded during the viewing 
of six film clips listed in Table 1. Additionally, six 
minutes of neutral brainwave data were col-
lected, resulting in a total of 36 minutes of EEG 
data per subject. The micro voltage measure-
ments were recorded from TP9, AF7, AF8, and 
TP10 electrodes, as shown in Figure 1. To stan-

dardize the variable frequency, the entire data-
set was transformed to a total of 324,000 data 
points at 150 Hz.

The emotional responses of the subjects were 
classified into eight categories, as outlined in 
Table 2. The categories were differentiated 
based on valence labels of “positive” or “nega-
tive” rather than the specific emotional levels.

In order to minimize the potential for contami-
nation, the collection of neutral data was priori-
tized prior to the consideration of emotional 
data. This neutral data was classified as a dis-
tinct category to maintain its separation from 
subsequent emotional data. To further mitigate 
any potential interference from resting emo-
tional states, data collection was limited to 
three-minute intervals daily. During the data 
collection process, participants were instruct-
ed to remain motionless and avoid any con-
scious movements that may produce Elec- 
tromyographic signals and potentially confound 
the data. Such precautions have been docu-
mented in previous research [25] as necessary 
to maintain the reliability and validity of physio-
logical data collection in emotional research.

Ethics statement

The EEG Brainwave Dataset: Feeling Emotions 
used in this study is publicly available at https://
www.kaggle.com/datasets/birdy654/eeg-bra- 
inwave-dataset-feeling-emotions. The dataset 
was collected and shared by Bird et al. in accor-
dance with the ethical guidelines of the respon-
sible institution, ensuring participants provided 
informed consent for the use of their anony-
mized data for research purposes. Since our 
study used this publicly available dataset, no 
additional ethical approval was required.

Methodology

In the realm of real-world data analysis, high 
dimensionality is a common issue that arises in 
various fields such as healthcare, genomics, 
and MRI scans. To address this challenge, 
dimensionality reduction techniques are app- 
lied to reduce the dimensionality of these data 
categories and improve their manageability 
[11]. The importance of dimensionality reduc-
tion is underscored by its ability to alleviate the 
curse of dimensionality and other undesirable 
properties of high-dimensional spaces.

Table 1. Table to show Lövheim categories 
and their encapsulated emotions with a 
valence label
Emotion 
Category Emotion/Valence

A Shame (Negative) Humiliation (Negative)
B Contempt (Negative) Disgust (Negative)
C Fear (Negative) Terror (Negative)
D Enjoyment (Positive) Joy (Positive)
E Distress (Negative) Anguish (Negative)
F Surprise (Negative) (Lack of Dopamine)
G Anger (Negative) Rage (Negative)
H Interest (Positive) Excitement (Positive)

Figure 1. EEG sensors TP9, AF7, AF8 and TP10 of the 
Muse headband on the international standard EEG 
placement system [24].
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In this study, the use of dimensionality reduc-
tion techniques such as PCA, Laplacian score, 
and Chi-square feature selection is particularly 
focused on extracting meaningful components 
from EEG data, which is known to capture com-
plex brain activities underlying human emo-
tions. By using these methods, we can more 
effectively identify which components of EEG 
signals are most indicative of different emo-
tional states, allowing us to interpret the data  
in a more manageable form and to classify 
emotions accurately with reduced computa-
tional overhead.

Numerous dimensionality reduction techniques 
have been proposed over the years, includ- 
ing those advanced by Matsuda et al. [26], 
Lespinats et al. [27], Huang et al. [15] and Yan 
et al. [29]. In this study, we applied ten diffe- 
rent dimensionality reduction techniques to the 
aforementioned dataset, followed by the appli-
cation of machine learning algorithms to evalu-
ate the results in terms of accuracy perfor-
mance metrics. The application of dimensional-
ity reduction techniques represents a vital step 
in managing high-dimensional data in real-
world contexts, facilitating its analysis and 
yielding better insights for decision-making.

For the analysis in this study, we employed  
several machine learning algorithms, including 
Linear Regression, KNN, Naive Bayes, MLP, 
and Support SVM. All analyses were conducted 
using Python, primarily leveraging the Scikit-
learn library for model training, evaluation, and 
cross-validation. The workflow included split-
ting the dataset into training and testing sub-
sets, with an 80:20 split. We applied standard 
scaling to normalize the features and con- 
ducted feature selection using different dimen-
sionality reduction techniques such as PCA, 
Laplacian Score, and Chi-square feature selec-
tion. We used k-fold cross-validation (k=5) to 
validate the model’s performance and accura-

cy, ensuring consistency in results. The evalua-
tion metrics used included accuracy, precision, 
recall, and F1 score, as appropriate for each 
algorithm and type of analysis.

Ten dimensionality reduction algorithms, na- 
mely Principal Components Analysis (PCA), 
Laplacian Score, Chi-square feature selection, 
Decision Tree, Autoencoder, Local Linear, 
Independent Component Analysis, Isometric 
Feature Mapping, Neighbourhood Component 
Analysis, and Autofeat were employed in this 
study which are discussed below sections.

Inclusion and exclusion criteria

The inclusion criteria for selecting participants 
were as follows: individuals between the ages 
of 20-22, with no history of neurological or psy-
chiatric disorders, and available for repeated 
EEG measurements across different emotional 
stimuli sessions. Participants were required to 
have a normal or corrected-to-normal vision to 
view the emotional stimuli during EEG recording 
sessions. Individuals who had any form of neu-
rological disorder, or psychiatric conditions, or 
were under medication that could potentially 
alter EEG readings were excluded. Moreover, 
participants were excluded if they had sub-
stance use that could affect central nervous 
system functioning or if they could not maintain 
the required stillness during EEG recordings. 
This ensured the reliability and consistency of 
the EEG data used in the analysis.

Principal components analysis (PCA)

Principal Component Analysis (PCA) is a linear 
dimensionality reduction technique that proj-
ects high-dimensional data onto a lower-di- 
mensional linear subspace. This results in an 
increase in interpretability while minimizing 
information loss [30]. PCA is a commonly uti-
lized unsupervised linear technique, particular-

Table 2. Before and after implementing DR techniques

Algorithms
Before Local 

Linear Laplacia Independent Isometric Neighbourhood Autofeat PCA Chi 
Sq DT Autoencoder

AUC AUC AUC AUC AUC AUC AUC AUC AUC AUC AUC
LR 50.0 97.1 91.3 95.7 95.2 98.4 99.6 99.5 98.4 97.8 99
KNN 87.7 96.6 90.3 97 97 98.7 99.6 98.1 98.3 97.8 98.7
NB 67.5 96.8 85.5 96.4 95.3 93.1 97.3 85.6 83.1 88.7 83.2
MLP 67.8 97.8 92.5 99 95.8 99 99.4 99.3 99 99.8 98.9
SVM 76.3 98.2 92.8 99.2 97.7 98.6 99.9 99.1 99.1 99.5 98.6
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ly in the field of machine learning and data 
analysis [31].

Laplacian score

The Laplacian score is again an unsupervised 
linear feature extraction method which evalu-
ates the features according to their locally  
preserving power. This Unsupervised feature 
selection method computes the Laplacian 
score for each variable or feature based on an 
observation that data from the same class are 
often close to each other and are probably 
related to the same topic. The Laplacian score 
is based on the Laplacian Eigenmaps and 
Locality Preserving Projection [32].

Chi-square feature selection

The Chi-squared feature selection is a numeri-
cal test that measures the deviation from the 
expected distribution considering the feature 
event is independent of the class value [33]. It 
consists of specifying the hypothesis, devising 
an analysis plan, examining sample data, and 
deducing results.

Decision tree

The C4.5 is a decision tree algorithm which 
involves the evaluation of features on an itera-
tive basis. Each node of the decision tree is 
labelled as a feature and is also known as the 
non-leaf node indicating that at each iteration a 
feature needs to be selected towards labelling 
a non-leaf node of a tree [34]. It is also impor-
tant to note that this C4.5 algorithm employs 
entropy or information gain towards heuristic 
selection of features.

Autoencoder

The Autoencoder, which is an unsupervised 
Artificial Neural Network, and it encodes the 
data by compressing it into lower dimensions 
(bottleneck layer or code) and then decodes 
them to reconstruct the original input, while 
this bottleneck layer or the code holds the com-
pressed representation of the input data. It is 
important to note that the number of output 
unit must be equal to the number of input data 
[35].

Local linear

This method which puts forward a method of 
Non-Linear Dimensionality reduction was pro-

posed by Rowies (2000). This method looks to 
portray a lower dimensional projection of the 
data which preserves the distance within local 
neighbourhoods. The LLE algorithm tries to 
reduce dimensionality and preserves the geo-
metric features of the original non-linear fea-
ture structure.

Independent component analysis

ICA or Independent Component Analysis is 
technique which is based on higher order mo- 
ment of input signals. It seeks for new linear 
transformation that decreases linear depen-
dency between two components and very help-
ful in separating linearly combined indepen-
dent sources [36]. For this reason and using 
such characteristics, Independent Component 
Analysis has been used to solve problems of 
blind signal separation such as EEG signals and 
sound or image separation [37, 38].

Isometric feature mapping

Isomap targets to preserve pair distances for 
all data points and tries to find the lower dimen-
sions in which any two data points have same 
distance in high dimension. In this case, Isomap 
uses the neighbourhood graph connection to 
find the shortest path between two data as the 
shortest path between two data points as dis-
tance [39].

Neighbourhood component analysis

This is a non-parametric feature selection 
method to select the features with the goal of 
maximising prediction accuracy of regression 
and classification algorithms for metric learn-
ing. It learns a linear transformation to improve 
the classification accuracy of a stochastic near-
est neighbours rule in the transformed space 
[40].

Autofeat

The Autofeat generates non-linear features and 
different operands while creating the feature 
space. This results in the growth of feature 
space and the categorical features are con- 
verted into one hot coded feature. Then the 
Autofeat algorithm removes the highly correlat-
ed features and features with low coefficient. 
This process is repeated until only a few are 
left, and these features are selected through 
this iterative process. The mean squared error 
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between the input and the output of the net-
work is trained to minimize [41].

Five machine learning algorithms, namely lo- 
gistics regression, K-nearest neighbour (KNN), 
Naïve Bayes, multi-layer perceptron (MLP), and 
support vector machine (SVM), were employ- 
ed in this study which are discussed below 
sections.

Logistics regression

Logistics Regression is normally used to pre-
dict the probability in a binary event occuring 
and commonly used in supervised learning. 
Here to forecast an output value, input values 
are mixed linearly with weights or coefficient 
values (referred to as the Greek capital letter 
Beta) [42]. In our research we can see the 
results when Logistics Regression was appiled 
to the dataset before and after implementing 
the dimensionality techniques. It is eveident 
from our research that after the dimensionality 
techniques is applied on the dataset and 
Logistics Regression is used the accuracy 
increases.

K nearest neighbour

When there is little or no prior knowledge ab- 
out the distribution of the data, K-nearest-
neighbour (KNN) classification should be one of 
the initial options for a classification research. 
It is one of the most basic and straightforward 
classification methods. The necessity to per-
form discriminant analysis when accurate para-
metric estimates of probability densities are 
unknown or challenging to calculate led to the 
development of K-nearest-neighbour classifica-
tion [43]. KNN was used as an algorithm in our 
research to see the difference before and after 
dimensionality techniques is applied on the 
dataset. It can be seen clearly that there is a 
significant change in the results.

Naïve Bayes

The Naïve Bayes classifier is another machine 
Learning model which is used for classification 
task and based on the Bayes theorem.

( ) ( )
( ) ( )

P A/B P B
P B/A P A=

A is the hypothesis and B is the supporting evi-
dence. When B has already happened, we may 
use the Bayes theorem to calculate the likeli-

hood that A will also occur. Here, it is assumed 
that the predictors and features are indepen-
dent. That is, the presence of one feature does 
not change the behaviour of another [44]. This 
algorithm is the third one used in our research 
to check its effectiveness to assess the before 
and after position of the accuracy metrics when 
different dimensionality techniques are used.

Multi-layer perceptron

MLP or Multi-Layer Perceptron classifier is a 
Neural Network which is used for classification 
tasks and consists of multiple layers and each 
layer is fully connected to the following one. 
With the exception of the nodes in the input 
layer, the nodes of the layers are neurons with 
nonlinear activation functions. There may be 
one or more nonlinear hidden layers between 
the input and the output layer [45]. In our 
research, besides machine learning algorithms 
we have used MLP to understand the differ-
ence of results before and after dimensionality 
reduction techniques. The results show a sig-
nificance increase in the accuracy metrics after 
implementing the DR techniques.

Support vector machines

Support vector machines or SVM are a group of 
supervised learning techniques for classifying 
data, performing regression analysis, and iden-
tifying outliers. Finding a hyperplane in an 
N-dimensional space (N is the number of fea-
tures) that categorises the data points clearly is 
the main goal of the support vector machine 
algorithm that effectively distinguishes the two 
classes [46]. We have used this as our fifth and 
final algorithm to distinguish the difference 
between the results before and after dimen-
sionality reduction techniques are applied. The 
results clearly show an increase in the accuracy 
metrics when the DR technique is applied and 
then the SVM algorithm is implemented. The 
accuracy performance metric was employed in 
this study to evaluate the classification algo-
rithms which is discussed below sections.

Accuracy performance metric

The accuracy is calculated by taking all the cor-
rect predictions and then dividing by the total 
number of datapoints in the datasets. When all 
the classes are of equal importance, this met-
ric, which describes how the model performs 
across all classes, is very helpful. The best 
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accuracy is 1.0 and the worst is 0.0. It is gener-
ally calculated as follows:

Accuracy = 
TP TN FP FN

TP TN
+ + +

+

Where TP = True Positive, TN = True Negative, 
FP = False Positive and FN = False Negative.

In our research the Accuracy metric is consid-
ered to check our results. It has been observed 
that after the 10 Dimensionality Reduction 
techniques were implemented and then 5 
Machine Learning algorithms were implement-
ed, the results showed a positive and increas- 
ed change in the results which can be seen in 
Table 1.

Results

The present study evaluated the effective- 
ness of dimensionality reduction techniques in 
combination with machine learning algorithms 
for analysing a given dataset. The results of  
the experiment demonstrated promising out-
comes, as shown in Table 2. Specifically, five 
machine learning algorithms, namely logistics 
regression, K-nearest neighbour (KNN), Naïve 
Bayes, multi-layer perceptron (MLP), and sup-
port vector machine (SVM), were employed 
after the dimensionality reduction technique 
was applied.

To evaluate the effectiveness of the applied 
techniques, the pre- and post-analysis results 
were compared. The results indicate that the 
dimensionality reduction technique significant-
ly enhanced the performance of the machine 
learning algorithms. The findings align with pre-
vious studies that demonstrated the efficacy of 
dimensionality reduction techniques in improv-
ing the performance of machine learning algo-
rithms [47, 48].

Overall, the study demonstrates the effective-
ness of dimensionality reduction techniques  
in enhancing the performance of machine 
learning algorithms in analysing complex da- 
tasets. The study’s findings have significant 
implications for various fields, including finance, 
healthcare, and social sciences.

Discussion

The present study evaluated the effectiveness 
of dimensionality reduction techniques in com-

bination with machine learning algorithms for 
analysing EEG datasets. To place our findings 
within the context of existing research, we first 
summarize the relevant literature. Dimension- 
ality reduction methods have been widely 
employed to mitigate the complexities associ-
ated with high-dimensional EEG data, as not- 
ed in numerous studies [15, 49, 50]. Techniques 
such as PCA, Laplacian score, and Chi-square 
feature selection have demonstrated signifi-
cant utility in improving model performance, as 
they help reduce computational complexity 
while maintaining high classification accuracy 
[51-53]. EEG has been extensively used for 
emotion classification, disease diagnosis, and 
brain-computer interfaces, with studies high-
lighting the use of dimensionality reduction for 
improving computational efficiency and classi-
fier accuracy [54]. Techniques like PCA, ICA, 
and Laplacian score are particularly prominent 
for their ability to handle the high dimensional-
ity of EEG signals, thereby reducing noise and 
enhancing classifier performance [55, 56, 64].

Machine learning algorithms, including K-nea- 
rest neighbour (KNN), logistic regression, Naive 
Bayes, and support vector machines (SVM), 
have been widely employed for classifying EEG 
signals, as evidenced by prior research [57-59]. 
The use of dimensionality reduction techniques 
such as PCA and Autofeat has been found to 
boost accuracy across these classifiers, sup-
porting their application in real-world scenarios 
[60, 61]. Additionally, the use of autoencoder 
neural networks has shown promise in EEG sig-
nal analysis, particularly in reducing noise  
and extracting essential features [62, 63]. The  
integration of dimensionality reduction and 
machine learning models has thus emerged as 
a promising approach for effectively managing 
EEG data and improving classification out-
comes, which aligns well with the findings of 
our study.

Table 2 displays the accuracy results attained 
using various feature extraction methods and 
machine learning algorithms on the EEG data. 
These findings show that no single feature 
extraction technique offers the greatest perfor-
mance in every situation. This finding is in 
accordance with the work of García-Laencina 
et al. [64]. However results show increase in 
accuracy after applying dimensionality reduc-
tion methods, as also reported by Aler [65].
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Before applying any dimensionality reduction, 
the KNN classifier has the highest perfor-
mance. The curse of dimensionality problem 
frequently causes the performance of the k-NN 
algorithm to degrade as the number of features 
rises. As it is shown, applying dimensionality 
reduction algorithms increases the perfor-
mance of KNN method, as well as other algo-
rithms. Choosing the best k-value is crucial 
when using the KNN algorithm as the choice of 
a hyper-parameter influences the algorithm’s 
result. The choice of distance metric also 
affects the model’s success [58], even if the 
metric used to calculate distance is not a hyper-
parameter for the k-NN method.

The results demonstrate that dimensionality 
reduction plays a significant role in capturing 
the essence of the human emotional mind from 
EEG data. Techniques like PCA and Autofeat 
effectively reduce redundant information while 
retaining essential features that are linked to 
specific emotional categories. This allows for 
an improved interpretation of how different 
brain signal components correlate with emo-
tional experiences, which is particularly valu-
able for applications in mental healthcare and 
neurofeedback training. The ability to use 
dimensionality reduction to focus on key emo-
tional indicators makes the analysis more fea-
sible for real-time applications, thereby enhanc-
ing the practical value of emotion recognition 
systems.

Complex non-linear machine learning models, 
such as neural networks, perform better when 
dimensionality reduction techniques are used, 
but in practise they are difficult to train and 
even more challenging to explain to non-statis-
ticians who need clear analysis of results as a 
foundation for crucial decisions. In the other 
hand linear models often offer lower predic- 
tion accuracies, however they are more effec-
tive and understandable. Meanwhile, by using 
appropriate feature reduction techniques, such 
Autofeat, we can achieve good accuracy for lin-
ear models.

Despite the promising results obtained in this 
study, there are certain limitations that should 
be noted. Firstly, the limited sample size of the 
EEG dataset used restricts the generalizability 
of our findings. Future research should focus on 
validating the proposed dimensionality reduc-
tion techniques with larger and more diverse 

datasets to ensure robustness across different 
settings. Furthermore, this study did not delve 
into advanced deep learning-based dimension-
ality reduction methods such as convolutional 
autoencoders, which have the potential to 
enhance feature extraction beyond what was 
achieved using traditional techniques. Future 
studies could investigate these methods to fur-
ther improve the performance of EEG classifica-
tion models. Lastly, the applicability of our find-
ings may be constrained by the specific charac-
teristics of the dataset used. Further research 
should explore these techniques across a 
broader range of EEG datasets that vary in 
stimulus type, recording setup, and population 
demographics to assess the generalizability of 
our approach.

Autofit [61] uses the initial inputs to automati-
cally generate several tens of thousands of 
non-linear features, and it then meticulously 
chooses the most useful ones to add to the lin-
ear model’s input features. This method pro-
duces sufficiently precise predictions on real 
world data. As can be seen in Table 1, it has 
produced high accuracy for all different classifi-
cation method applied on our data.

According to the Table 1, PCA also has pro-
duced very high accurate outcome. Dimension 
reduction by PCA has often been recommend-
ed before ICA decomposition of EEG data, both 
to reduce the volume of required data and com-
putation time [60, 66]. 

In addition to processing computational re- 
sources, the characteristics of the feature 
space itself have an impact on the approach 
selected. The ability of approaches like autoen-
coder to represent complex non-linear process-
es allows them to compress data into a low-
dimensional latent space more effectively 
when the features have a non-linear relation-
ship. Therefore they also show increase in 
accuracy of classification task for our data.

Conclusion

In conclusion, this study demonstrated the 
effectiveness of various feature extraction 
methods in enhancing the performance of 
machine learning algorithms for EEG datasets. 
Through experimentation with ten different fea-
ture extraction techniques and four machine 
learning algorithms, we have shown that accu-
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racy can be improved by over 20-60% by apply-
ing the autofeat dimension reduction method, 
which removes highly correlated features with 
a very low coefficient. The highest accuracy 
was achieved with this method in all algorithms, 
and our results indicate that it is a promising 
approach for EEG data analysis. Our models 
achieved an accuracy of over 90% on the EEG 
dataset, with LR and SVM achieving accuracy 
rates of 99.06% and 98.12%, respectively, 
through the test split method. Additionally, the 
use of the MLP method with an “adam” opti-
mizer and 400 epochs yielded an accuracy of 
98.82%, surpassing the accuracy of previous 
studies on the same EEG dataset. In conclu-
sion, our study demonstrates the importance 
of feature extraction in improving machine 
learning performance and provides valuable 
insights for future EEG data analysis research.
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