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Abstract: 18F-fluorodeoxyglucose (FDG) PET/CT is widely used for oncologic imaging. This study aimed to evaluate, 
using data simulation, if reduction of injected FDG dose or PET acquisition time could be technically feasible when 
utilizing a sensitive commercial PET/CT imaging system, without sacrificing image quality, image-based staging ac-
curacy, or standardized uptake value (SUV) accuracy. De-identified, standard of care oncologic FDG PET/CT datasets 
from 83 adults with lymphoma, lung carcinoma or breast carcinoma were retrospectively analyzed. All images had 
been acquired using clinical standard dose and acquisition time on a single PET/CT system. The list mode datasets 
were retrospectively software reprocessed to achieve undersampling of counts, thus simulating the effect of shorter 
PET acquisition time or lower injected FDG dose. The simulated reduced-count images were reviewed and compared 
with full-count images to assess and compare qualitative (subjective image quality, stage stability) and semi-quanti-
tative (image noise, SUVmax stability, signal-to-noise and contrast-to-noise ratios within index lesions driving cancer 
stage) parameters. While simulated reduced-count images had measurably greater noise, there appeared to be no 
significant loss of image-based staging accuracy nor SUVmax reproducibility down to simulated FDG dose of 0.05 
mCi/kg at continuous bed motion rate of 1.1 mm/sec. This retrospective simulation study suggests that a modest 
reduction of either injected FDG dose or emission scan time might be feasible in this limited oncologic population 
scanned on a single PET/CT system. Verification of these results with prospectively acquired images using actual 
low injected FDG activity and/or short imaging time is recommended.
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Introduction

18F-fluorodeoxyglucose (FDG) positron emis-
sion tomography/computed tomography (PET/
CT) has proven to be a powerful and frequently 
used tool for oncologic imaging, with well-
established applications for staging, assess-
ment of treatment response and surveillance 
of multiple cancer types. Historically, FDG PET/
CT has been considered a relatively higher-radi-
ation exposure imaging exam resulting from the 
injected FDG dose (effective dose estimated to 
be 0.019 mSv/MBq or 0.703 mSv/mCi injected 
dose in adult patients) plus the concurrent CT 
dose [1]. Modern PET equipment, with techno-
logical improvements in PET detector sensitivi-
ty, electronics and reconstruction algorithms, 
offers a real opportunity to reduce radiation 

exposure to patients via lower injected FDG 
dose. Alternatively, this sensitivity could be lev-
eraged to reduce PET scan acquisition time 
with resultant gains in patient comfort and 
scanner throughput.

The selection of injected FDG dose often varies 
considerably among PET imaging centers, and 
such variation may derive from a variety of fac-
tors. US FDA labeling for FDG (various manufac-
turers) cites a recommended adult dose of 5-10 
mCi (185-370 MBq) in the oncologic setting, 
but does not provide further guidance; specifi-
cally, the labeling does not address scan acqui-
sition time, options of dosing adjusted for body 
weight/size, or accommodations for differenc-
es in PET hardware. The 2015 (version 2.0) 
European Association of Nuclear Medicine 
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(EANM) procedure guideline for tumor imaging 
with FDG PET/CT considers this topic in greater 
detail, offering a mathematic equation to guide 
selection of FDG dose which accounts for 
patient body weight and PET bed position over-
lap [2]. The EANM guideline, however, acknowl-
edges that other relevant parameters such  
as PET detectors with enhanced sensitivity, 
increased volume of detectors resulting in 
extended axial field of view, and continuous 
bed motion are not considered in these equa-
tions and have potential to reduce adminis-
tered FDG activity. Despite this EANM proce-
dure guideline being jointly approved by the 
Society of Nuclear Medicine and Molecular 
Imaging (SNMMI) (https://www.snmmi.org/Cli- 
nicalPractice/content.aspx?ItemNumber= 
6414#Onc, accessed 12/27/20), injected FDG 
dose in routine clinical practice in the United 
States often exceeds levels predicted by the 
EANM guideline. For example, published survey 
results have reported that use of fixed FDG 
doses on the order of 10-15 mCi remain rela-
tively commonly at many centers across the 
United States [3, 4].

The objective of this study was to evaluate, via 
retrospective simulation using software tech-
niques, if injected FDG dose or PET emission 
scan time could be feasibly reduced in the 
oncologic imaging setting, without sacrificing 
subjective image quality, image-based staging 
accuracy, or accuracy of standardized uptake 
value measurements, when utilizing a higher-
sensitivity commercial PET/CT imaging system.

Materials and methods

This single-center, data-only study involving ret-
rospective analysis of existing clinical PET/CT 
images (which were de-identified to protect 
patient confidentiality) was approved by our 
institutional review board. All scans included in 
this study had been performed as part of stan-
dard-of-care clinical management and were 
acquired using the clinical standard technique 
(i.e., standard FDG dose and PET acquisition 
time) in place at the time of this cohort’s 
studies.

Patient characteristics and clinical PET/CT 
protocol

FDG PET/CT scans from 83 adult (age ≥18 
years) patients (21 with Hodgkin or high-grade 

non-Hodgkin lymphoma, 38 with non-small-cell 
lung carcinoma and 24 with ductal breast carci-
noma) were selected for retrospective analysis. 
Patients were prepared for FDG PET/CT scan-
ning following standard institutional proce-
dures in place at the time of this cohort’s stud-
ies, which included a pre-scan fasting interval 
of at least 6 hours, suspension of exogenous 
insulin administration for at least 6 hours prior 
to the scan and confirmation of blood glucose 
less than 200 mg/dl prior to FDG injection. 
Standard clinical protocol at the time was to 
inject a fixed FDG dose which averaged 8.0 mCi 
± 6% in this cohort. Mean patient body weight 
of this cohort was 77 kg ± 27% (range, 39.9-
157.9 kg), and mean injected FDG dose per 
kilogram actual body weight was 0.110 mCi/kg 
± 25.8%; see Figure 1. This injected FDG dose 
was generally concordant with 2015 EANM/
SNMMI guidelines (calculated at 0.095 mCi/kg; 
assuming bed overlap >30% and assuming that 
1.1 mm/sec continuous table motion corre-
sponds with an equivalent acquisition time of 2 
minutes per bed position if using conventional 
“step and shoot” technique). Imaging acquisi-
tion began following a radiopharmaceutical 
uptake time of 60 ± 10 minutes. All scans  
were acquired using a single Biograph mCT 20 
PET/CT scanner (Siemens Medical Solutions; 
Knoxville, TN, USA) with TrueV (4 rings of LSO 
crystals with axial field of view coverage of 21.6 
cm) and FlowMotion (continuous bed motion) 
technology. A low-energy, noncontrast CT scan 
(used for attenuation correction and anatomic 
localization) was acquired, followed by list 
mode PET emission scan acquisition with con-
tinuous bed motion rate of approximately 1.1 
mm/sec.

Data processing to simulate reduction of in-
jected FDG dose or PET acquisition time

All PET/CT datasets were de-identified prior to 
any study-related tasks. The list mode PET 
datasets were retrospectively reprocessed 
using software techniques to achieve unders-
ampling of counts, thus simulating the effect of 
a shorter PET acquisition time or a lower inject-
ed FDG dose. Following techniques validated in 
prior studies [5], decimated reduced count 
images were simulated by randomly discarding 
events in the PET list mode dataset according 
to 4 preset fractions (80%, 60%, 40% and 20% 
of full count images), with no attempt made to 
adjust the ratio of prompt and random events 
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as a function of activity. All datasets were 
reconstructed using ordinary Poisson iterative 
reconstruction with attenuation correction and 
use of point spread function and time-of-flight 
corrections. Data were reconstructed using  
2 iterations, 21 subsets, into a 200×200 
(4.07283 mm×4.07283 mm) transaxial vol-
ume, postfiltered with a 4 mm isotropic 
Gaussian, and resampled with the same axial 
spacing as the corresponding CT series. The 
number of 5 mm axial slices varied from patient 
to patient, depending on the continuous bed 
motion scan length. Decimated images were 
scaled by the inverse of the decimation fraction 
to achieve the same quantitative scaling as the 
100% image, then converted to DICOM, using 
volume scaling.

Administered FDG activity per body weight 
(mCi/kg) was known for all full-count images, 

scale (1=nondiagnostic, 2=poor, 3=moderate, 
4=good, 5=excellent) to reflect subjective qual-
ity of the PET images at every decimation level.

Staging task: the two physicians, blinded to all 
clinical data except scan indication (lymphoma, 
lung cancer or breast cancer), reviewed PET/CT 
images (replicating standard clinical interpreta-
tive conditions as closely as possible) to arrive 
at an image-based staging assessment for 
every patient, following AJCC 8th Edition guide-
lines for breast carcinoma and lung carcinoma 
and the Lugano Classification System for 
Hodgkin and high-grade non-Hodgkin lympho-
mas [6, 7]. Specifically, nodal (N) stage, distant 
metastasis (M) stage and overall stage group 
(0-IV) were recorded for all breast and lung can-
cer cases, and overall stage group (0-IV) was 
recorded for all lymphoma cases. Each set of 
images were reviewed by each observer in a 

Figure 1. Histograms summarizing patient body weight (A) and actual  
injected FDG dose per kilogram body weight (B) for scans (N=83) included 
in this study. Mean patient body weight in this cohort was 77 kg ± 27% 
(range, 39.9-157.9 kg) and mean injected FDG dose was 0.110 mCi/kg ± 
25.8%.

and was calculated for the sim-
ulated reduction of injected 
dose at all decimated lower-
count images by multiplying 
full-count level by the decima-
tion fraction (e.g., if full-
count/100% image was 0.1 
mCi/kg, then 80% image was 
assigned an simulated dose 
level of 0.08 mCi/kg). Because 
the number of true coincidenc-
es scales linearly with the in-
field activity under usual clini-
cal PET scanning conditions 
(i.e., situations in which satura-
tion, dead-time, etc. can rea-
sonably be ignored), this calcu-
lation based on the assump-
tion of a linear relationship 
between counts and injected 
dose is felt to be valid.

Qualitative image analyses

Image quality assessment ta- 
sk: all reconstructed PET imag-
es were reviewed by two board-
certified nuclear medicine phy-
sicians (RN, EC) and an experi-
enced nuclear medicine tech-
nologist (SH) who were tasked 
to subjectively assess overall 
PET image quality. These re- 
viewers, blinded to all clinical 
data, visually reviewed and sco- 
red every scan using a 5-point 
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Figure 2. Representative aggregate simulated images at sampled decima- 
tions (A: 20%=0.019 mCi/kg; B: 40%=0.038 mCi/kg; C: 60%=0.057 mCi/
kg; D: 80%=0.076 mCi/kg; E: full count/0.095 mCi/kg reconstructions), 
demonstrating a left hilar node index lesion in setting of left lung carci-
noma. These demonstrate high noise and poor index lesion contrast on the 
simulated lower count images (A/B; observer conspicuity and staging con-
fidence scores 1-2), with improving lesion contrast on images with 60% or 
greater simulated counts (C-E; observer conspicuity and staging confidence 
scores 3-4). 

consistent order, starting with the 20% deci-
mated PET images, followed by the 60% deci-
mated PET images, and then the full-count 
(100%) PET images. 40% and 80% decimated 
images were reviewed if there was a staging 
discordance between 20/60% and 60/100% 

portion, taking care to exclude central ducts 
and vessels and any FDG-avid lesions, following 
PERCIST guidelines) on the 100% images and 
propagated identically onto all lower-decimated 
images [9]. Mean standardized uptake value 
(SUVmean) and standard deviation within this 

decimated images, respective-
ly. Subjective observer confi-
dence of overall stage group 
was assigned using a 4-point 
scale (1=no, 2=low, 3=moder-
ate, 4=high confidence). Con- 
cordance versus discordan- 
ce of staging determination 
among the various PET imag-
ing decimations was assessed.

Using the full-count (100%) 
images, the 1-3 FDG-avid le- 
sions driving the highest over-
all stage group (called index 
lesions) for each scan were 
tabulated (total of 154) for 
subsequent quantitative ana-
lytic purposes as detailed be- 
low. In addition, each index 
lesion was subjectively scored 
by each observer with regard 
to its visual/qualitative conspi-
cuity using a 4-point scale 
(1=not detectable or question-
ably detectable; 2=low con-
trast, 3=medium contrast, 4= 
high contrast). A composite set 
of representative images (to 
demonstrate these scores) is 
presented in Figure 2.

Quantitative image analyses

Overall image noise: The liver 
has been widely used to 
quantify overall FDG PET image 
noise due to its relatively 
homogeneous FDG uptake [4]. 
As a result of Poisson statistics 
of positron emission, the sig-
nal-to-noise ratio of PET 
images depends on the inject-
ed activity and acquisition time, 
among other parameters. To 
assess overall image noise, a 3 
cm diameter spherical volume 
of interest (VOI) was placed in 
normal right hepatic lobe (mid 
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VOI were measured for every (full-count and all 
simulated lower count) image. Coefficient of 
variation of liver noise, represented as (stan-
dard deviation)/(SUVmean) within the liver VOI, 
was used as a metric to represent overall image 
noise for purposes of analysis.

Index lesion analyses: Maximum SUV (SUVmax) 
was measured for every index lesion on all 
images. SUVmax as measured on simulated 
lower-count images was compared with full-
count (100%) images to assess for possible 
bias resulting from count reduction image 
noise. Signal-to-noise ratio (SNR, defined as 
[SUVmean or SUVmax in lesion]/[standard devi-
ation of SUV in an adjacent background ROI]) 
and contrast-to-noise ratio (CNR, defined as 
[SUVmean in lesion-SUVmean in adjacent back-
ground ROI]/[standard deviation of SUV in an 
adjacent background ROI]) were measured for 
every index lesion on full count and all decimat-
ed images. Use of these metrics has been vali-
dated in similar prior studies [8, 10, 11]. The 
background ROI was one voxel wide and was 
separated from the lesion by at least one voxel. 
Although the 100% image was used to define 
the background region, the same set of voxels 
was used to define SNR and CNR in the 80, 60, 
40 and 20% images.

Results

Image quality and noise assessment

Results of subjective image quality score (scor-
ing system: 1=nondiagnostic; 2=poor; 3=mod-
erate; 4=good; 5=excellent), pooled for all 3 
observers, are plotted in terms of relationship 
with simulated injected FDG dose (mCi/kg) and 
quantitative liver noise (coefficient of variation; 
CoV) in Figure 3. As expected, subjective image 
quality was noted to improve with higher simu-
lated injected FDG dose and lower image noise 
(using liver noise CoV as a marker). Observations 
were grouped into scores of 1-2 (nondiagnostic 
or poor quality) and 4-5 (good to excellent qual-
ity) or 3-5 (moderate to excellent quality) for 
analytic comparison. The differences in mean 
simulated FDG dose for scans with scores 1-2 
(mean simulated FDG dose=0.022 mCi/kg; 
mean liver noise CoV=0.235) versus scores 4-5 
(mean simulated FDG dose=0.087 mCi/kg; 
mean liver noise CoV=0.113) or scores 3-5 
(mean simulated FDG dose=0.075 mCi/kg; 
mean liver noise CoV=0.127) were all statisti-

cally significant (T-test, two-sample assuming 
unequal variances, P<0.001). No scores of 1 or 
2 (nondiagnostic or poor quality) were observed 
at a simulated injected FDG dose greater than 
0.041 mCi/kg.

The relationship between liver noise (CoV) and 
simulated injected FDG dose was explored in 
greater detail, as presented in a scatterplot in 
Figure 4. These data clearly fit the expected 
physical model [noise=1/sqrt (counts)]. Note is 
made of a more rapid increase in image noise 
when simulated injected FDG dose decreased 
to a level below 0.05 mCi/kg.

Staging task

Data for concordance vs. discordance of PET/
CT image-based nodal (N) staging of breast and 
lung cancers, distant metastasis (M) staging 
for breast and lung cancers, and overall stage 
group (0-IV) for breast cancer, lung cancer and 
lymphoma are presented in Figure 5. Results 
were considered concordant or discordant for 
each simulated reduced-count image via com-
parison with its corresponding full-count image 
(which was considered the reference standard), 
and are presented for observer 1 individually, 
observer 2 individually, and pooled results from 
both observers. Differences in injected dose 
per body weight between concordant and dis-
cordant observations were found to be statisti-
cally significant for all comparisons (Mann-
Whitney-Wilcoxon test, 2-tailed, P<0.05 for all 
comparisons).

Breast cancer: a total of 24 patients were 
included, of which 20 had detectable FDG-avid 
lesions and 4 had no detectable FDG-avid 
lesion on full-count (100%) scans. Of the total 
of 96 pooled staging observations by both 
observers, discordant results were identified in 
2 (=2.1%) for nodal (N) stage, 2 (=2.1%) for dis-
tant metastasis (M) stage, and 2 (=2.1%) for 
overall stage group. Neither of the discordant N 
stage observations resulted in any change in 
overall stage group. Both of the discordant M 
stage observations (incorrectly assigned as M0 
rather than M1) resulted in a change in overall 
stage group. The discordant staging observa-
tions occurred in a range of simulated injected 
FDG doses between 0.012 and 0.025 mCi/kg; 
no discordant staging was observed above 
0.025 mCi/kg simulated FDG dose. Of the 
patients with no detectable FDG-avid disease 
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on full-count (100%) scans, no false-positive 
lesions were identified on the simulated lower-
dose images.

Lung cancer: a total of 38 patients were includ-
ed, of which 37 had detectable FDG-avid 
lesions and 1 had no detectable FDG-avid 
lesion on full-count (100%) scans. Of the total 
of 152 pooled observations by both observers, 
discordant results were identified in 17 (= 

11.1%) for nodal (N) stage, 3 (=1.9%) for distant 
metastasis (M) stage, and 15 (=9.9%) for over-
all stage group. The discordant N stage obser-
vations resulted in a change in overall stage 
group in 10 of 17 patients (in both directions, 
i.e., some erroneously understaged while oth-
ers were erroneously overstaged). All discor-
dant M stage observations (all from M0 to M1) 
resulted in a change in overall stage group. The 
discordant staging observations occurred in a 

Figure 3. Data for subjective image quality score (scoring system: 1=nondiagnostic; 2=poor; 3=moderate; 4=good; 
5=excellent), pooled for all observers and all observations, as related to simulated injected FDG dose level (A-C) and 
a quantitative measure of overall image noise (coefficient of variation, CoV, of liver SUVmean; D-F) are presented 
using box plots. As expected, subjective image quality was noted to improve with higher simulated FDG dose and 
lower image noise. Observations were grouped into scores of 1-2 (nondiagnostic or poor quality) and 4-5 (good to 
excellent quality) or 3-5 (moderate to excellent quality) for analytic comparison. Differences in simulated FDG dose 
and liver noise CoV between observations scored 1-2 (mean simulated FDG dose=0.022 mCi/kg; mean liver noise 
CoV=0.235) and scores 4-5 (mean simulated FDG dose=0.087 mCi/kg; mean liver noise CoV=0.113) or scores 3-5 
(mean simulated FDG dose=0.075 mCi/kg; mean liver noise CoV=0.127) were all statistically significant (Kruskal-
Wallis test for 3 groups or Mann-Whitney-Wilcoxon test for 2 groups, two-tailed, P<0.001). No scores of 1 or 2 (non-
diagnostic or poor quality) were observed at a simulated injected FDG dose greater than 0.041 mCi/kg.
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range of simulated injected FDG doses between 
0.014 and 0.05 mCi/kg; no discordant staging 
was observed above 0.05 mCi/kg. Of the 
patients with no detectable FDG-avid disease 
on full-count (100%) scans, no false-positive 
lesions were identified on the simulated lower-
dose images.

Lymphoma: a total of 21 patients were includ-
ed, of which 15 had detectable FDG-avid 
lesions and 6 had no detectable FDG-avid 
lesion on full-count (100%) scans. Of a total of 
84 pooled observations by both observers, dis-
cordant results were identified in 3 (=3.6%) for 
overall stage group. Of these discordant results, 
2 observations represented erroneous over-
staging (i.e., false-positive result) and 1 obser-
vation represented erroneous understaging 
(i.e., false-negative result) on simulated lower-
dose images. The discordant staging observa-
tions occurred in a range of simulated injected 
FDG doses between 0.009 and 0.023 mCi/kg; 
no discordant staging was observed above 
0.023 mCi/kg.

Subjective staging confidence scores are pre-
sented in Figure 6 (scoring system: 1=no confi-
dence; 2=low confidence; 3=medium confi-
dence; 4=high confidence), including both full-

SUV reproducibility assessment

A scatterplot of SUVmax bias (comparing mea-
sured SUVmax on 20/40/60/80% decimated 
images to 100% images) as a function of simu-
lated injected FDG dose is presented in Figure 
7. This shows a trend toward higher SUVmax 
bias as image noise increases (i.e., with reduc-
tion of simulated injected FDG dose), and 
appears to increase exponentially as injected 
dose levels decrease below 0.04 mCi/kg.

The relationship between SUV bias and simu-
lated injected FDG dose was explored in great-
er detail to quantify bias within specific FDG 
dose ranges and at specific simulated FDG 
dose cutoffs. These analyses are presented in 
Figure 8. For a cutoff of 0.04 mCi/kg: using 
actual (not absolute) percent bias values, scans 
with simulated FDG dose of less than 0.04 
mCi/kg had mean SUVmax bias of 7.6% (95% CI 
5.7-9.5%), while scans with simulated FDG dose 
of 0.04 mCi/kg or greater had mean SUVmax 
bias of 1.2% (95% CI 0.7-1.8%); this difference 
is statistically significant (Mann-Whitney-
Wilcoxon test, two-tailed, P<0.01). Using abso-
lute values of percent bias, which represents a 
more conservative measure since it magnifies 

Figure 4. Scatterplot demonstrating the relationship between liver noise 
(represented as coefficient of variation, CoV, of SUVmean in a 3 cm re-
gion of interest in normal liver) and simulated injected FDG dose for all 
included scans (N=83, each with multiple iterations). Fit with the expected 
physical model [noise=1/sqrt (counts)] is excellent. The knee of this curve 
appeared to occur at a simulated injected FDG dose level just below 0.05 
mCi/kg, below which noise was noted to increase rapidly.

count (100%) and simulated 
reduced count images. There 
was a clear trend toward higher 
staging confidence as simulat-
ed injected FDG dose increased. 
When rebinned into discrete 
groups representing “unaccept-
able” (score 1 or 2) vs. “accept-
able” (score 3 or 4) observer 
confidence, the difference in 
simulated FDG dose between 
observations scored 1 or 2 (no 
or low confidence; mean= 
0.023 mCi/kg) and observa-
tions scored 3 or 4 (medium or 
high confidence; mean=0.069 
mCi/kg) was found to be statis-
tically significant (Mann-Whit- 
ney-Wilcoxon test, two-tailed, 
P<0.001) for each observer 
individually and for pooled 
observations from both observ-
ers. No score of 1 or 2 (no or 
low confidence) was observed 
above a simulated injected 
dose of 0.044 mCi/kg.



Reproducibility of staging and SUV with simulated low-count PET/CT

435 Am J Nucl Med Mol Imaging 2021;11(5):428-442

the effect of differences in the mean, scans 
with simulated FDG dose of less than 0.04 
mCi/kg had mean SUVmax bias of 12.0% (95% 
CI 10.6-13.4%), while scans with simulated 
FDG dose of 0.04 mCi/kg or greater had mean 
SUVmax bias of 4.0% (95% CI 3.6-4.4%); this 
difference is also statistically significant 
(P<0.01). 93.8% of scans with simulated FDG 

dose of 0.04 mCi/kg or higher had bias less 
than 10% and 98.0% of scans had bias less 
than 15%.

For a cutoff of 0.05 mCi/kg: using actual (not 
absolute) percent bias values, scans with simu-
lated FDG dose of less than 0.05 mCi/kg had 
mean SUVmax bias of 3.4% (95% CI 2.0-4.9%), 

Figure 5. Staging task: data for concordance vs. discordance of PET/CT image-based nodal (N) staging of breast 
and lung cancer, distant metastasis (M) staging for breast and lung cancer, and overall stage group (0-IV) for breast 
cancer (N=24), lung cancer (N=38) and lymphoma (N=21) cases, as related to injected FDG dose level, are pre-
sented using box plots. Results were considered concordant or discordant for each simulated reduced-count image 
via comparison with its corresponding full-count image (which was considered the reference standard), and are 
presented for observer 1 individually, observer 2 individually, and pooled results from both observers. Differences 
in injected dose (actual for 100% images, simulated for lower-decimated images) between concordant and discor-
dant observations were found to be statistically significant for all comparisons using Mann-Whitney-Wilcoxon test 
(2-tailed, P<0.05).
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while scans with simulated FDG dose of 0.05 
mCi/kg or greater had mean SUVmax bias of 
0.8% (95% CI 0.3-1.3%); this difference is sta-
tistically significant (Mann-Whitney-Wilcoxon 
test, two-tailed, P<0.01). Using absolute values 
of percent bias, scans with simulated FDG dose 
of less than 0.05 mCi/kg had mean SUVmax 
bias of 9.3% (95% CI 8.1-10.4%), while scans 
with simulated FDG dose of 0.05 mCi/kg or 
greater had mean SUVmax bias of 3.5% (95% 
CI 3.1-3.8%); this difference is also statistically 
significant (P<0.01). 95.2% of scans with simu-
lated FDG dose of 0.05 mCi/kg or higher had 
bias less than 10% and 99.1% of scans had 
bias less than 15%.

For simulated FDG doses between 0.04 and 
0.06 mCi/kg, using absolute values, there was 
no statistically significance difference in 
SUVmax bias among the subgroups (0.04-
0.045, 0.045-0.5, 0.05-0.055, 0.055-0.06) as 
tested (Kruskal-Wallis test, P=0.483).

Index lesion conspicuity assessment

Results of subjective index lesion (N=154) con-
spicuity, pooled for both observers, are plotted 
in terms of relationship with contrast-to-noise 
ratio (CNR, using lesion SUVmean) and signal-
to-noise ratio (SNR, using lesion SUVmax and 
SUVmean) in Figure 9 (scoring scale: 1=not 
detectable or questionably detectable; 2=low 
contrast, 3=medium contrast, 4=high con-
trast). As expected, lesions with higher visual/
qualitative observer scores (3 or 4) had overall 
higher (mean) CNR and SNR. The differences in 
CNR and SNR between these groups were 
found to be statistically significant (Mann-
Whitney-Wilcoxon test, 2-tailed, P<0.001). 
However, there was substantial overlap in CNR 
and SNR between the groups, with some 
lesions that were scored as having high visual/
qualitative contrast having rather low CNR and 
SNR, in the same range of other lesions with 
low visual scores (1 or 2).

Figure 6. Staging task: subjective observer confidence scores (scoring system: 1=no confidence; 2=low confidence; 
3=medium confidence; 4=high confidence), as related to simulated injected FDG dose level are presented using 
box plots. There was a clear trend toward higher observer staging confidence as simulated injected FDG dose in-
creased. When re-binned into discrete groups representing “unacceptable” (score 1 or 2) vs. “acceptable” (score 
3 or 4) observer confidence, the difference in simulated FDG dose between observations scored 1 or 2 (no or low 
confidence; mean=0.023 mCi/kg) and observations scored 3 or 4 (medium or high confidence; mean=0.069 mCi/
kg) was found to be statistically significant (Mann-Whitney-Wilcoxon test, two-tailed, P<0.001) for each observer 
individually and for pooled observations from both observers.
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To explore potential causes of this observation, 
visual/qualitative index lesion conspicuity 
scores were compared with simulated injected 
FDG dose, as the latter was demonstrated to 
correlate well with overall image noise as 
described above and shown in Figure 10. The 
difference in simulated FDG dose (mCi/kg) be- 
tween observations scored 1 or 2 (mean=0.039 
mCi/kg) and observations scored 3 or 4 (medi-
um or high confidence; mean=0.072 mCi/kg) 
was statistically significant (Mann-Whitney-
Wilcoxon test, two-tailed, P<0.001). No index 
lesion visual/qualitative score or 1 (not detect-
able or questionably detectable) was observed 
above a simulated injected dose of 0.044 mCi/
kg.

Discussion

Despite widespread use of FDG PET/CT for 
oncologic imaging, there remains considerable 
variation in selection of injected FDG dose and 
PET image acquisition time among imaging 
centers worldwide. Guidance as specified in the 
2015 EANM procedure guideline (taking into 
account patient body weight, emission scan 
acquisition time and extent of overlap between 

and patient comfort, including reduction or 
elimination of patient motion during longer 
acquisitions which can lead to artifacts and 
degradation of overall image quality).

The mean actual injected FDG dose in this 
cohort (0.11 mCi/kg) was very similar to the 
recommended dose as calculated by use of the 
2015 EANM guideline (0.095 mCi/kg), account-
ing for the limitations described above. 
However, it is important to note that the partic-
ular scanner used in this study had 4 rings of 
PET detectors (higher sensitivity secondary to 
increased axial field of view) and continuous 
bed motion technology (increasing effective 
bed overlap by comparison with “step and 
shoot” bed motion), neither of which are 
accounted for in the 2015 EANM guideline, 
such that the dose as recommended by the 
EANM equation likely represents an overesti-
mation of actual dose required with use of this 
specific higher-sensitivity system. While 30% of 
the patients in this study population had an 
injected FDG dose lower than EANM recom-
mended dose, 84% of these were within 25% of 
the recommended EANM dose, thus represent-
ing a relatively small difference in the context of 

Figure 7. Scatterplot of SUVmax bias (comparing measured SUVmax on 
20/40/60/80% decimated images to 100% images; N=154 index lesions) 
as a function of simulated injected FDG dose, showing a trend toward higher 
SUVmax bias as image noise increases (i.e., with reduction of simulated in-
jected FDG dose). Bias was noted to be fairly low (± 10%) at simulated FDG 
dose levels down to around 0.04-0.05 mCi/kg, and appeared to increase ex-
ponentially as simulated injected dose levels decreased below 0.04 mCi/kg.

PET bed positions) is useful 
as a starting point. However, 
the EANM guideline does 
acknowledge that several 
other parameters are not con-
sidered, including but not lim-
ited to enhanced sensitivity of 
modern PET detection equip-
ment, increased volume of 
detectors resulting in extend-
ed axial field of view, and con-
tinuous bed motion [2]. All of 
these parameters, which are 
increasingly common features 
on modern PET/CT imaging 
systems, have potential to 
reduce required administered 
FDG activity and/or acquisi-
tion time. Having these 
options offers practical bene-
fit, including lower overall radi-
ation exposure to the patient 
(which may be of particular 
value in patients who undergo 
serial follow-up scans) and/or 
shorter scan time (which can 
be helpful from the perspec-
tive of scanner throughput 
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typical clinical practice and felt to be mitigated 
by the higher-sensitivity nature of the particular 
scanner used.

Our results indicate that subjective image qual-
ity was strongly associated with overall image 
noise, using normal liver SUV coefficient of vari-
ation as a surrogate marker of image noise. 
This association is well-known and expected. 
However, our results also suggest that, despite 
degradation of overall image quality secondary 
to noise, the accuracy of image-based onco-
logic staging remained stable at simulated FDG 
dose levels down to approximately 0.05 mCi/kg 
at constant PET acquisition time. In addition, 
SUVmax measurements also appeared stable 
(mean bias of less than 5%; 95% of scans with-
in 10% bias and 99% of scans within 15% bias) 
for scans down to 0.05 mCi/kg simulated dose 
at constant PET acquisition time. This dose 
level, or an equivalent reduction in image acqui-
sition time while maintaining standard FDG 
dose, would represent a reduction of nearly 

50% from values recommended in the 2015 
EANM guideline.

Assessment of index lesion conspicuity as a 
function of simulated dose reduction yielded 
interesting results. As would be expected, 
lesions with higher visual conspicuity as 
assessed by experienced PET readers had sig-
nificantly higher mean contrast-to-noise (CNR) 
and signal-to-noise (SNR) ratios. However, 
there was substantial overlap between the 
groups. Of note, some lesions that were readily 
detected visually had low CNR/SNR. Further- 
more, several of the more subtle index lesions 
in this study were noted to have higher subjec-
tive/visual conspicuity scores with increased 
simulated FDG dose, while CNR and SNR 
remained essentially constant. While of uncer-
tain etiology, a few possibilities are speculated 
for this phenomenon. First, lesions with very 
low CNR/SNR may be sensitive to measure-
ment variance, especially when the number of 
noise iterations is low. Secondly, overall image 

Figure 8. SUVmax bias subanalyses. A: Relationship between SUVmax bias and simulated injected FDG dose ranges 
are presented in box plot format (N=154 index lesions). These findings are essentially an alternative representation 
of data in the Figure 7 scatterplot and confirm that SUVmax bias generally remains low (± 10%) down to a simulated 
injected dose level of around 0.04 mCi/kg. B: Subanalyses looking at narrower simulated injected FDG dose ranges 
between 0.04 and 0.06 mCi/kg, presented in box plot format. There was no statistically significant difference in 
SUVmax bias among these subgroups (Kruskal-Wallis test, P=0.483). C and D: Relationship between SUVmax bias 
and simulated injected FDG dose ranges using 0.05 and 0.04 mCi/kg as cutoffs, respectively. Differences in SU-
Vmax bias between these groups was found to be statistically significant (Mann-Whitney-Wilcoxon test, two-tailed, 
P<0.05).
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noise may play an important role: as overall 
image noise outside the lesion increases, the 
appearance of artifactual “hot spots” through-
out the image may draw the observer’s eye 
away from a subtle lesion of interest, and the 
reduction of overall noise may allow for the 
lesion to be more readily detected. The lesion 
itself may also take on a more jagged shape/
appearance which may mimic noise and further 
contribute to loss of visual conspicuity and/or 
diagnostic confidence. Finally, it is possible that 

the background standard deviation (noise) 
might be a combination of actual noise and 
image variations due to actual variability in the 
uptake as a result of OSEM reconstruction.

This study has several limitations. One poten-
tial limitation of this study is its retrospective 
nature in which reduced dose/count images 
were simulated using software techniques. As 
such, it could be argued that the observed 
results might not necessarily translate to imag-

Figure 9. Subjective conspicuity data for index lesions (N=154; scoring scale: 1=not detectable or questionably 
detectable; 2=low contrast, 3=medium contrast, 4=high contrast), pooled for both observers, as related to con-
trast-to-noise ratio (CNR, using lesion SUVmean; A, B) and signal-to-noise ratio (SNR, using lesion SUVmax (C, D) 
and SUVmean (E, F)), are presented in box plot format (N=72). As expected, lesions with higher visual/qualitative 
observer scores (3 or 4) had overall higher CNR and SNR values. When rebinned into discrete groups representing 
“unacceptable” (score 1 or 2) vs. “acceptable” (score 3 or 4) subjective contrast, the differences in CNR and SNR 
between observations scored 1 or 2 vs. 3 or 4 were all statistically significant (Mann-Whitney-Wilcoxon test, two-
tailed, P<0.001). However, there was substantial overlap in CNR and SNR between the groups, with some lesions 
that were scored as having high visual/qualitative contrast having rather low CNR and SNR, in the same range of 
other lesions with low visual scores (1 or 2).
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es acquired using actual low injected FDG activ-
ity and/or short image acquisition time. Of note, 
prompt and random coincidences do not scale 
in the same manner relative to in-field activity: 
as in-field activity decreases, the random frac-
tion becomes smaller, not larger. Thus, our sim-
ulated reduced-count data contained more ran-
dom fraction and therefore more noise than 
would be expected to occur when actually 
reducing either injected FDG dose or acquisition 
time. This effect should therefore bias our 
results toward more conservative conclusions 
[5]. However, verification with prospectively 
acquired images using actual low injected  
FDG activity and/or short imaging time is 
recommended.

sensitive scanners would result in more signifi-
cant image quality degradation; conversely, 
more sensitive scanners could potentially 
result in a larger reduction in dose and/or 
acquisition time. Therefore, the results of this 
study are not cross-applicable to all scanner 
models or types. In addition, body habitus has 
a significant effect on image quality, such that 
injected dose or count reduction may not be 
feasible (due to unreasonable degradation in 
image quality) in obese patients. 

Conclusion

The results of this retrospective data simula-
tion study suggest that a modest reduction of 

Figure 10. Subjective conspicuity data for index lesions (N=154; scoring scale: 
1=not detectable or questionably detectable; 2=low contrast, 3=medium con-
trast, 4=high contrast), pooled for both observers, as related to simulated 
injected FDG dose, presented in box plot format. The difference in simulated 
FDG dose (mCi/kg) between observations scored 1 or 2 (mean=0.039 mCi/
kg) and observations scored 3 or 4 (medium or high confidence; mean=0.072 
mCi/kg) was statistically significant (Mann-Whitney-Wilcoxon test, two-tailed, 
P<0.001).

Another potential limitation 
is that histopathology was 
not used as a standard of ref-
erence to confirm accuracy 
of image-based staging in 
this study. Nevertheless, this 
scenario (i.e., absence of his-
topathologic confirmation for 
every lesion) is common in 
routine clinical practice. In 
addition, the primary intent 
of this study was for intra-
patient data comparison 
among different simulated 
FDG doses, rather than a full 
analysis of the performance 
of FDG PET as validated by 
histopathology. Also, only 
index lesions driving highest 
stage were assessed in this 
study; no attempt was made 
to evaluate all identifiable 
lesions, such that some 
lesions (which did not affect 
overall stage group) could 
possibly have been missed 
on lower-count images.

Finally, it is important to note 
that all images in this study 
were acquired using a single 
PET/CT scanner model, and 
thus the conclusions of this 
study would be limited to  
this system or systems with 
equivalent performance. In- 
jected dose and/or acquisi-
tion time reduction on less 
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either injected FDG dose or PET emission scan 
time to levels below the range specified in the 
EANM/SNMMI procedure guideline might pos-
sibly be feasible using the specific equipment 
studied. While simulated reduction in injected 
FDG dose or acquisition time resulted in imag-
es with subjectively and objectively greater 
noise (particularly in obese patients), image-
based staging accuracy and semi-quantitative 
(SUVmax) measurements appeared to be re- 
producible down to a simulated injected FDG 
dose level of approximately 0.05 mCi/kg at a 
continuous bed motion rate of 1.1 mm/sec. 
Verification with prospectively acquired images 
using actual low injected FDG activity and/or 
short imaging time is recommended. We 
acknowledge that ongoing evolutions in PET 
hardware (e.g., digital detector systems, further 
increases in detector volume/transaxial field of 
view, etc.) and reconstruction algorithms (e.g., 
advanced de-noising algorithms) may rapidly 
reduce the practical relevance of this study’s 
findings.
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