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Abstract: Objective: We aim to improve the decision-making process of nursing evaluation, and the purpose of this 
paper was to introduce nursing outcome classifications based on standardized nursing language, as well as build a 
comprehensive nursing evaluation decision-making system model based on an artificial neural network and fuzzy 
comprehensive evaluations. Methods: Based on the principle and method of the decision support system (DSS), 
this paper proposed a framework of DSS and developed an intelligent nursing decision support system which in-
tegrates expert systems, data, models and knowledge. Results: Taking cancer patients as examples, based on the 
analysis and comparison of cancer stressors and their frequency of occurrence, this paper found that the 5 major 
factors for cancer patients’ stress events were lack of privacy, attitude of the medical workers, unfamiliar medical 
workers and uncomfortable temperature in wards. In addition, through the single factor analysis of the stressors, it 
was found that “the impact of hospitalization on individuals and their families”, “the professional level and service 
attitude of medical workers”, and “partial loss of free social contact in the hospital” were all positively correlated 
with stress level. The degree of cancer patients’ participation in treatment decision-making was lower than the 
expectation of the patients. There was a statistically significant difference between the actual participation and the 
anticipated participation of cancer patients in nursing decision-making (P < 0.0001). In addition, the system helped 
patients adapt to the hospital environment as quickly as possible, so that they could feel comfortable in the hospital 
environment, as well as a relaxed and pleasant with the humanistic environment. Conclusion: Cancer patients have 
a variety of stressors, and the pressure is high. Our computer decision support nursing system assisted nurses to 
help patients to take positive coping measures to relieve pressure as soon as possible, so as to improve their quality 
of life. 
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Introduction

In the present knowledge-based economy, 
nursing care is becoming increasingly complex, 
and problems such as access to professional 
care, fragmented care, safety, quality and cost 
are more prominent [1]. Effective decision-mak-
ing processes can promote professionalization 
of health services [2]. The emergence of health 
information technology such as clinical deci-
sion support system and electronic medical 
records has promoted reform and innovation 
with nursing service delivery modes [3]. The lat-
est nursing procedures are based on standar- 
dized nursing language and include scientific 

assessment, nursing diagnosis, intervention 
and patient outcome sorting [4]. 

Pressure in this context, refers to a need in a 
relationship between an individual and the envi-
ronment that exceeds the individual’s adaptive 
resources. The occurrence of stress in patients 
with malignant lymphoma during chemotherapy 
intermission is due to the challenges, threats, 
and injuries caused by the interaction between 
patients and their environment [5], which 
exceeds their response resources and there-
fore is considered to be stressful. The total 
stress level of cancer patients is medium to 
high, among which the stress sources related to 
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disease, disease prognosis, physical discom-
fort and disease diagnosis are among the top 
three. The second factor is chemotherapy-relat-
ed stress, including chemotherapy effect, fear 
of chemotherapy side effects, chemotherapy 
regimen, health guidance and economic bur-
den [6]. Research [7] has shown that when  
considering the perspectives of cancer pa- 
tients, families and medical personnel, no tre- 
atment plan is perfect, and the optimal treat-
ment decisions vary based on the individual 
decision maker and the type of decision. The 
values or preferences of the decision makers 
play a crucial role in treatment decisions. A 
shared decision-making mode is a way for clini-
cal medical workers and patients to fully com-
municate with each other on disease condi-
tions, treatment plan information and patient 
values, etc. to jointly make treatment decisions 
[8]. When patients are first admitted to hospi-
tal, their treatment ideals can be focused on 
doubt, denial, fear and anxiety, along with phys-
iological manifestations of insomnia and loss 
of appetite [9]. After diagnosis, the feelings can 
be anger, need to vent, abandonment, aggres-
sive behaviour and refusal to cooperate with 
treatment and care [10]. In the process of con-
tinuous treatment, patients suffer great pain 
and lose confidence in their care, so that they 
are in a pessimistic and desperate psychologi-
cal state [11]. A clinical decision support sys-
tem can match patient characteristics with 
computer coded expert knowledge by applying 
clinical decision software, provide relevant in- 
formation for specific patients, and help nurses 
implement advanced nursing procedures [5]. 
The clinical decision support system based on 
artificial intelligence technology is considered 
as an effective tool to improve both the quality 
of patient care and the work efficiency of medi-
cal workers, making it a hot spot in the research 
field of health information [12]. The electronic 
medical records can lay a foundation for the 
clinical decision support system. Previous re- 
searchers have integrated the clinical decision 
support system from the information network 
provided by the electronic medical records to 
carry out warnings, prevention, diagnosis and 
intervention based on the decision support sys-
tem [13]. Although the clinical decision support 
system (DSS) is of great significance in provid-
ing advice regarding diagnosis, prevention and 
treatment to medical workers and assisting in 

patient diagnosis and treatment behaviour, it 
still faces many technical challenges. 

Firouzi et al. [14] found that intervention mea-
sures with information and social support and 
emotional management improved the percep-
tual control of cancer patients and reduced 
their anxiety. Chen et al. [15] conducted co- 
gnitive behavioural therapy intervention on 
patients after chemotherapy and found an im- 
provement in patient perceptual control ability 
and many posttreatment problems. Ellington et 
al. [16] designed two intervention methods, 
internet-based cognitive behavioural therapy 
and problem-solving therapy, which reduced 
the negative emotions of cancer patients and 
improved their perceptual control ability. Sund 
et al. [17] tested the stress level of children 
with cancer and found that their perceptual 
control was improved, and their anxiety was 
reduced. El-Jawahri et al. [18] found that stress 
management for patients after chemotherapy 
improved their perceptual control ability and 
promoted their physical and mental health. 
Argyris [19] adopted pretreatment intervention 
to improve the perceptual control ability and 
quality of life of cancer patients after chemo-
therapy after discharge. Mork [20] used cogni-
tive behavioural therapy to intervene on the 
stress level of cancer patients, which improved 
the patients’ perceptual control ability and 
reduced their anxiety and depression. For ex- 
ample, scientific knowledge and patient data 
sets are usually located in large files (“informa-
tion islands”) in the database, so the current 
use of knowledge based “production rules” to 
express expert opinions, and scientific and 
advanced nursing procedures based on stan-
dardized nursing language are unsatisfactory 
[21].

With the development of health information 
technology and the popularization of informa-
tion systems, science and nursing continue to 
be integrated, and the collection, integration, 
interaction and sharing of data and knowledge 
have gradually become the key components to 
achieve professional and personalized patient 
care [22]. Therefore, by introducing a compre-
hensive evaluation model and artificial neural 
network comprehensive evaluation model, we 
we have developed an integrated and intelli-
gent nursing decision support system to pro-
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vide reference for the implementation and 
application of subsequent systems, and an 
identification system of psychological stre- 
ssors for cancer patients based on decision 
support nursing system.

Methods

Data collection and pre-processing

The data of 154 cancer patients admitted to a 
hospital from June 2019 to December 2020 
were investigated. There were 55 cases of lung 
cancer, 29 cases of oesophageal cancer, 25 
cases of gastric cancer, 17 cases of pancreatic 
cancer, 16 cases of colon cancer, 2 cases of 
lymphoma, 7 cases of breast cancer, 1 case of 
osteosarcoma, 1 case of pelvic carcinoma and 
1 case of renal carcinoma, with an average  
age of 61±9 years (29, 86). Among them, 65% 
of the patients were covered by public medical 
care for expenses and overall planning for seri-
ous diseases.

This study was carried out in two steps: pre- 
liminary tests and a formal investigation. Thirty 
questionnaires were sent out for the pre-test, 
of which 18 were effective. The effective rate 
was 60%, which is relatively low. In the formal 
investigation and study, quality control was 
adopted for the challenges encountered in the 
pre-test, and the response rate and effective-
ness were increased. In the formal investiga-
tion, 154 questionnaires were sent out, and 
154 cancer patients filled in the questionnair- 
es effectively, with an effective rate of 100%. 
The self-made measurement forms divided the 
stressors into four broad categories. Several 
choices were assigned to each category and 
evaluated by patients on the day before che- 
motherapy. The survey required respondents to 
choose one option in each category that posed 
the greatest pressure to them.

Theoretical basis

Nursing procedures (nursing evaluation→nurs- 
ing diagnosis→nursing intervention→nursing 
evaluation) are within a systematic process  
of decision evaluation and problem solving. In 
practical clinical work, nursing problem evalua-
tion which is a comprehensive judgment of the 
interaction of multiple factors involving nursing 
diagnosis, diagnostic definition characteristics, 

therapeutic nursing measures, patient charac-
teristics and willingness, etc. The first step of 
comprehensive evaluation is to determine the 
evaluation index system according to the char-
acteristics of the object system. According to 
the principle of establishing an index evalua- 
tion system, this study constructed a decision-
making index system for comprehensive nurs-
ing evaluation based on standardized nursing 
language of nursing outcome classification. 

There are different indicator types and process-
ing methods. Therefore, before the comprehen-
sive evaluation, the types of evaluation indexes 
need to be consistent, and the small, medium 
and interval indexes should be converted to the 
large indexes. Assuming that the extremely 
small index is x, the extremely large index is x*, 
and the allowable upper bound of index x is M, 
the consistency processing formula is: 
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Assuming that the interval type index is x, the 
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For data to be dimensionless, also known as 
the standardization and normalization of index 
data, is to eliminate the influence of dimen-
sions and magnitude among measurement 
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indexes through mathematical transformation. 
Before the comprehensive evaluation and 
knowledge acquisition, the attribute values of 
each evaluation index should be uniformly 
transformed to [0, 1]. m represents the interval 
grade. In the corresponding index evaluation 
standard V (grade I means very poor, grade II 
means poor, grade III means general; grade IV 
means good, grade V means good), Vk means a 
fuzzy comprehensive evaluation set of care 
plan. Assuming that the maximum value of an 
index within the target range of the evaluation 
index is xmax, the minimum value of an index 
within the target range of the evaluation index 
is xmin, and the actual value of the index of a 
patient within the target range of the evaluation 
index is xi, the mathematical model transforma-
tion formula of quadratic parabolic partial large 
distribution for extremely large data is as 
follows.

0, (x < x )

(1 ) , ( )

1, ( )

f (x )

f (x ) x x x x

f (x ) x > x
x x
x x 2

min

min max

max

i

i i i

i i

max min

mini

=

= - -

=

# #-
+*       (4)

An expert scoring method is used to quantify 
the indicators for qualitative evaluation of di- 
mensionless indicators in the index system, 
and then a standardization processing was car-
ried out. The processing method is similar to 
the mathematical model transformation formu-
la of applying quadratic parabolic partial large-
scale distribution to extremely large data. The 
back propagation model is a multi-layer net-
work with one-way propagation composed of 
three layers: input layer, hidden layer and out-
put layer. There may be one or more hidden lay-
ers. In this study, a 3-layer back-propagation 
neural network model was adopted, with x1, 
x2, ..., xn being the input value of the input 
layer. After transformation by the linear func-
tion f(x)=x, the output of neurons in the input 
layer is y1, y2, ..., yc, to calculate the actual out-
put values Oj and yk of the neurons in the hid-
den layer and the neurons in the output layer, 
and the formula is as follows: 
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Where, Netj represents the neuron input value 
in the hidden layer; j is the current input sam-
ple; wij is the connection weight of the input 
layer neuron i to the hidden layer neuron j; θj is 
the threshold of the hidden layer neuron j; the 
transformation function of the hidden layer 
neuron is the S-type function (Formula 5); Oj is 
the output value of the hidden layer neuron j; 
Netk is the input value of the output layer; Vij is 
the connection weight between the output neu-
ron k and the hidden neuron j; and Δk is the 
threshold of the output neuron k. 

Construction of decision support system

This study took the problem of processing the 
system as the core part of the decision support 
system to build an intelligent and comprehen-
sive decision support system for nursing evalu-
ation. The framework of the system is com-
posed of a man-machine interface, problem 
processing system, management subsystem  
of comprehensive nursing evaluation decision 
index system, comprehensive evaluation sub-
system, evaluation result output subsystem, 
neural network learning subsystem and nurs- 
ing scheme set simulation subsystem. Among 
them, the management subsystem of compre-
hensive nursing evaluation decision-making in- 
dex system is composed of index system con-
struction module, index extraction module, 
information query module and database mod-
ule. The comprehensive evaluation subsystem 
is composed of an inference machine of the 
nursing plan evaluation & solution module, 
result evaluation module, knowledge base, 
model base, sample base, method base and 
evaluation result database of the comprehen-
sive scheduling management module. The 
overall architecture of nursing decision su- 
pport system is shown in Figure 1.

System function analysis

The flow chart of intelligent nursing compre- 
hensive evaluation decision support system is 
shown in Figure 2.

The system integrates all aspects of the medi-
cal care process, and its functions are shown  
in Figure 3. The human-machine interface is  
a window for human-machine interaction bet- 
ween an “intelligent” decision support system 
and users. Users input problem related infor-
mation into the processing system in a system-
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Figure 1. The overall structure of the nursing decision support system.

Figure 2. The flow chart of intelligent 
nursing comprehensive evaluation de-
cision support system.

readable way, and the system 
outputs the corresponding ev- 
aluation results according to  
the user’s established require-
ments. Through the menu drive, 
users can directly enter the re- 
quired functional modules. Com- 
pared with other algorithms, 
mining technology builds the 
cancer risk prediction model for 
complications and metabolic 
control management through 
data integration between het-
erogeneous systems. The study 
introduced also had a risk pre-
diction model which was brou- 
ght into the clinical decision 
support system, the system fit-
ting the specific requirements  
of medical workers, putting for-
ward effective solutions, and 
providing decision support for 
individualized treatment and 
nursing.

The problem solving and analy-
sis process in the problem solv-



Identification of stressors with computer decision support

6958 Am J Transl Res 2022;14(10):6953-6963

Figure 3. The functions of the nursing 
decision system.

ing system is as follows: 1) According to the 
nursing problem to be solved by the decision 
maker, a nursing plan (nursing evaluation→dia
gnosis→measures→sensitive outcome) mod-
ule sequence is established for this nursing 
problem; 2) Following the internal structure of 
each module of the nursing plan, that is, nurs-
ing assessment→diagnosis→measures→targ
et corresponding data module and matching 
file, the corresponding rule connection is estab-
lished and run; 3) Comprehensive evaluation, 
analysis and ranking of the nursing plan based 
on the nursing problem are carried out.

The management subsystem of the decision-
making index system of comprehensive nursing 
evaluation mainly manages the index system, 
the original data of the index and the data gen-
erated by the index. The comprehensive evalu-
ation subsystem dispatches the nursing com-
prehensive evaluation decision model based 
on a fuzzy comprehensive evaluation and back 
propagation of the neural network comprehen-
sive integration to complete the comprehen-
sive evaluation of the designated nursing plan 
[23]. The nursing plan set simulation subsys-
tem is based on the patient/nursing plan, which 
measures the influence of the change of evalu-

ation indices on the comprehensive evaluation 
result of nursing plan through nonlinear map-
ping of outcome index variables to patient out-
come, and provides decision support for the 
implementation of advanced nursing program.

Results

Pressure source classification and occurrence 
frequency

The stressors of cancer patients were mainly 
divided into four categories, as shown in Table 
1. Cancer stressors and their frequency are 
shown in Figure 4.

In this study, among the stressful events of  
cancer patients, the most severe ones from 
high scores to low scores were: no privacy, 
medical workers’ attitude, not familiar with the 
medical workers, uncomfortable room temper-
ature, partial loss of social contact, and not 
being familiar with the hospital environment. 
See Figure 5 for details.

Univariate analysis of pressure sources

The t-test showed that religious belief was not a 
significant factor on the total stress in the 154 
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Table 1. The source and frequency of stress in cancer patients
Pressure source Forest landscape pattern index Symbol
Sources related to the disease Prognosis of the disease nc

Physical discomforts b
Fear of certain tests c

Sources related to the environment Changes in eating and sleeping habits d
Influenced by other people in the room e
Attitude of medical workers f
Privacy protection g
Maladjusted h
Lack of security i

Sources related to the chemotherapy Side effects j
Worried that treatment won’t work k
Self-image change l

Sources related to the family and society Depend on others m
Worried about unemployment n
Fear of being unaccompanied o

Figure 4. Pressure source classification and occurrence frequency. The tri-
angles represent data points of pressure source frequency.

Figure 5. Stressors in cancer patients.

patients. However, there was  
a statistical difference in “par-
tial loss of free social interac-
tion in hospital” in patients 
with or without religious belief. 
For patients with religious be- 
liefs, “partial loss of free so- 
cial interaction in the hospital” 
brought serious stress. Uni- 
variate analysis was conduct-
ed on the influence of different 
occupations on total stress. 
There was no statistical differ-
ence in total pressure between 
different ethnic groups, but 
“economic problems” brought 
pressure. There was no signifi-
cant difference in total stress 
among patients with different 
ages or occupations, but the- 
re were statistically significant 
differences in “being unfamil-
iar with hospital environment 
and environmental discom-
fort”, “economic burdens”, “im- 
pact of hospitalization on indi-
viduals and their families”, “di- 
sease severity and its impact 
on individuals” among pati- 
ents with different occupa-
tions. The results are shown in 
Figure 6.

There was a low positive cor- 
relation with health care and 
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Figure 6. The main stress events of patients and their correlation among 
four dimensions. #: P < 0.05 compared with the economic problems of 
peasants; &: P < 0.05 compared with the medical works of peasants; *: P < 
0.05 compared with the therapeutic process of peasants.

Figure 7. Degree of patient involvement in nursing decision making.

service attitude of medical 
workers” (r=0.220). There was 
a low positive correlation of 
the occupation of patients wi- 
th “partial loss of free soci- 
al interaction in hospital” and 
“the skill level and service  
attitude of medical workers” 
(r=0.177; r=0.174, respective-
ly). There was a low negative 
correlation between education 
level and “disease severity  
and its impact on individuals” 
(r=-0.181). There was a low 
negative correlation between 
per capita income and total 
stress (r=-0.192). Low positive 
correlation was found betwe- 
en health care and “partial 
loss of free social interaction 
in hospital”, “financial prob-
lems”, “severity of illness and 
its impact on the individual” 
and “problems caused by diag-
nosis and treatment”.

Degree and desirability of par-
ticipation in nursing decision 
making

There was a statistically signi- 
ficant difference between the 
actual participation and the 
anticipated participation in nu- 
rsing decision-making in can-
cer patients (P < 0.0001). 
Patients’ actual participation 
in nursing decision-making is 
lower than their expectation. 
See Figure 7.

We compared the expectati- 
on and actual participation of 
cancer patients in treatment 
and nursing decision making 
using paired sample rank test. 
The results showed that all the 
items involving cancer patients 
in treatment decision-making 
had statistical significance (P 
< 0.0001), except for when 

“the impact of hospitalization on individuals, 
their families” (r=0.156) and “skill level and 

“the doctor decided my treatment plan” (P > 
0.46).
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There were significant differences in “positive 
attitude towards reality and future”, “taking 
positive actions”, “maintaining close relation-
ship with others” and “overall level of hope” 
between the “Take positive action” group and 
the “Be friendly with others” group. See Figure 
8. 

Studies have shown that patients undergoing 
postoperative chemotherapy for breast cancer 
are generally at a medium-high level of hope, 
and the vast majority of patients are full of con-
fidence in overcoming the disease and hope  
for life. Combing with others research [24], the 
results (see Figure 8) showed that the total 
stress was negatively correlated with quality of 
life and its five dimensions. The greater the 
patients’ total stress, the lower their quality of 
life.

This platform can enable patients to have a 
comprehensive understanding of pretreatment 
preparation, in treatment cooperation and 
posttreatment matters, which is conducive to 
reducing the patient anxiety as well as to life 
planning. A nursing decision support system 
can improve the effectiveness of health educa-
tion for patients undergoing health care surgery 
by evaluating patients based on basic data and 
reminding nurses to carry out diversified point-
by-point health education at different times. 
Comparisons can be extended considering the 
state of art algorithms.

gation neural network and fuzzy comprehen-
sive evaluation. On the basis of the model, 
using the decision support theory, taking the 
problem processing system as the core, we 
designed an intelligent nursing comprehensive 
evaluation decision support system, which inte-
grates an expert system, data, models, knowl-
edge and methods. 

Cancer patients are less involved in treatment 
and care decisions than they would like to be. 
This finding suggests that we still have a lot of 
work to do in this area. Medical workers play  
an important role in cancer patients’ participa-
tion in treatment and nursing decisions. For 
instance, nurses should give patients more 
information. Medical workers need to further 
improve the relationship with patients, so as to 
improve the degree of participation, as well as 
the quality of life of cancer patients and to pro-
mote the development of cancer care.

As treatments for cancer patients become 
more diverse and complex, objective evidence 
and opinions from medical experts in various 
fields are needed to determine the most appro-
priate treatment. The Intelligent Nursing De- 
cision Support System has been developed to 
solve this problem. An AI computer system for 
medical workers can improve the quality of me- 
dical care by increasing the speed and accura-
cy. Watson for Oncology (WfO) -- a representa-
tive AI-CDSS -- is not directly related to patient 

Figure 8. Group and score of hope level of cancer patients.

Discussion

The solution for nursing eva- 
luation decision-making and 
problem solving is a comp- 
lex system process involving 
many factors, indexes and lev-
els. In this study, the principle 
of fuzzy comprehensive eva- 
luation and back propagation 
neural network comprehen-
sive evaluation were deeply 
analysed. Based on the clas-
sification of nursing outcomes 
in standardized nursing lan-
guage, a nursing comprehen-
sive evaluation decision-mak-
ing model was built based on 
the integration of back propa-
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care, but provides providers with tools to orga-
nize and track patient health and medical infor-
mation, and helps facilitate access to medical 
information [25]. Mdt-WfO resulted in higher 
patient satisfaction and positive perceptions 
than MDT. Our analysis further verifies the 
superiority of the intelligent nursing decision 
support system. However, the advantage of this 
study is that we use a Nursing Comprehensive 
Evaluation decision-making model, and the 
data collected in this study on WfO are self-
reported. Publication or survivor bias and recall 
bias may affect the information provided. The 
intelligent nursing decision support system is 
still in the initial stage in the field of nursing 
information in China, and this study has only 
made a preliminary exploration, so we will con-
duct further studies in the future to obtain  
more applications and improvements. 

However, this article still has some limitations, 
such as small sample size, low statistical effi-
cacy, inconsistent measurement methods and 
lack of diversity of participants. In addition, the 
description of the intervention group was often 
ambiguous. Treatment fidelity and adherence 
were also not well described in most studies. 
Besides, the intelligent nursing decision sup-
port system fails to take into account certain 
characteristics of individuals and their environ-
ment and culture. These factors include insur-
ance coverage, medical guidelines, ethnicity 
and geographic area. Patient satisfaction and 
patient perception are also key factors that 
directly and indirectly affect patient outcom- 
es through changes in patient compliance and 
attitudes toward care.

In conclusion, cancer patients have a variety of 
stressors, and the pressure on them is high. 
Our computer decision support nursing system 
assisted nurses to help patients to use positive 
coping methods to relieve pressure as soon as 
possible, so as to improve their quality of life. 
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