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Abstract: Objectives: To enhance medical image classification using a Dual-attention ResNet model and investigate 
the impact of attention mechanisms on model performance in a clinical setting. Methods: We utilized a dataset of 
medical images and implemented a Dual-attention ResNet model, integrating self-attention and spatial attention 
mechanisms. The model was trained and evaluated using binary and five-level quality classification tasks, leverag-
ing standard evaluation metrics. Results: Our findings demonstrated substantial performance improvements with 
the Dual-attention ResNet model in both classification tasks. In the binary classification task, the model achieved 
an accuracy of 0.940, outperforming the conventional ResNet model. Similarly, in the five-level quality classification 
task, the Dual-attention ResNet model attained an accuracy of 0.757, highlighting its efficacy in capturing nuanced 
distinctions in image quality. Conclusions: The integration of attention mechanisms within the ResNet model re-
sulted in significant performance enhancements, showcasing its potential for improving medical image classifica-
tion tasks. These results underscore the promising role of attention mechanisms in facilitating more accurate and 
discriminative analysis of medical images, thus holding substantial promise for clinical applications in radiology and 
diagnostics.
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Introduction

The quality of medical images is crucial for 
ensuring accurate results in tasks such as 
medical imaging genomics, lesion segmenta-
tion, and annotation, which rely on standard-
ized images for their effectiveness [1]. To 
improve the accuracy of disease diagnoses and 
treatments, it is important to establish specific 
standards for the quality of medical images 
used by pathologists. Setting lower and upper 
limits for image quality is crucial for ensuring 
the effective use of these images before a diag-
nosis is made [2].

The evaluation of the quality of medical image 
datasets involves a tedious and time-intensive 
process that results in increased expenses, 
subjective outcomes, and smaller datasets 
[3-5]. Utilizing costly and risky repeated imag-
ing sessions, coupled with a shortage of skilled 

specialists, to generate more beneficial medi-
cal images is not a viable approach to improv-
ing the quality of such images [6]. Therefore, 
more practical solutions are required to tackle 
the challenge of limited quantity and diverse 
types of small samples. Artificial intelligence 
(AI) has made significant advancements in vari-
ous fields and has demonstrated great poten-
tial in handling tasks that may otherwise be 
challenging. Furthermore, deep learning algo-
rithms, categorized as data-driven approaches, 
require extensive collection of high-quality 
datasets to perform tasks of increased com-
plexity [7].

We selected the TID2013 dataset as the stan-
dard to assess the quality of medical images 
suitable for deep learning algorithms [8]. This 
dataset contains medical images intentionally 
distorted based on known quality scores, com-
prising information loss and quality degrada-
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tion during compression, storage, and trans-
mission, which variably reduces the quality of 
these images [9]. As the quality issue of actual 
medical images cannot be resolved by repeat-
ed scanning of patients, a standard method in 
assessing image quality is to use high-dose raw 
images to simulate the generation of low-dose 
sub-images [10, 11]. Instead of a reference of a 
high-quality image, a pre-restoration algorithm 
is employed to generate a post-restoration 
image when using a distorted image. However, 
these pre-processed datasets are not publicly 
shared, making it challenging to replicate study 
results [12-14]. Thus, this research focuses on 
the development of algorithms using real medi-
cal images with labeled information to evaluate 
their quality.

We use the publicly available abdominal CT 
image dataset from Stanford University, which 
allows for licensing, reliability, and reproducibil-
ity for pre-training models. To improve the qual-
ity evaluation of medical images, we proposed 
a ResNet algorithm, Double Attention ResNet 
Network, which integrates two different atten-
tion mechanisms. The Double Attention Res- 
Net Network is an extension of the ResNet 
architecture that incorporates two distinct 
attention mechanisms to enhance the net-
work’s ability to learn relevant features from 
medical images, such as abdominal CT scans. 
This structure effectively integrates channel 
and spatial attention, allowing it to focus on 
more valuable channels, enhance discrimina-
tion learning ability, and improve algorithm 
accuracy. The incorporation of attention mech-
anisms in deep learning models for medical 
imaging is prominent, as it enables the network 
to automatically prioritize the most diagnostic 
regions of the image. This prioritization can 
vary depending on the specific condition or 
abnormality being detected, leading to more 
precise and robust models. These attention 
mechanisms also make the model less sensi-
tive to variations in image appearance.

Materials and methods

Datasets

In this study, a publicly accessible dataset  
containing recently released abdominal CT 
images along with their associated quality 
scores was selected. This dataset is sourced 
from the Low-Dose Computed Tomography 

Perceptual Image Quality Assessment Contest 
2023 (LDCTIQAC2023), a competition jointly 
organized by universities and institutions such 
as Medical-AI and Stanford University in April 
2023, ensuring the data used is authoritative 
and up-to-date. We chose Residual Network 
(ResNet) (13) as the basic network structure 
and trained ResNet-18 and three other variants 
with more complex network layers, ResNet- 
34, ResNet-50, and ResNet-101, with different 
network structures to suit different task 
requirements.

Technical solutions

The various depths of ResNet architectures are 
categorized into shallow and deep layers, each 
designed with different configurations of resid-
ual blocks, ultimately forming the structure of 
the entire network. The shallow networks, 
namely ResNet-18 and ResNet-34, incorporate 
two 3×3 convolution kernels per residual block. 
Conversely, the deeper networks, ResNet-50 
and ResNet-101, utilize a sequence of 1×1, 
3×3, and again 1×1 convolution kernels in each 
residual block. These networks leverage short-
cut connections to facilitate additional residual 
and identity mappings. Activation within the 
network is achieved through the ReLU function, 
ensuring the integrity and performance of each 
residual block. ResNet-18, along with ResNet- 
34, ResNet-50, and ResNet-101, were rigor-
ously trained. The most promising model was 
selected for further enhancements, which 
involved adjustments and retraining using two 
distinct attention mechanisms: spatial and 
channel. Performance comparisons were sub-
sequently conducted to gauge the improve- 
ments.

Datasets processing and classification

Original dataset: Medical images are often  
subjectively evaluated using a five-point scor-
ing system. For instance, in a study on the sub-
jective quality assessment of MRI images, 
Chabert et al. [7] employe a panel of three neu-
rosurgeons to score 75 selected images using 
this five-level scoring scale, and calculated the 
average score. In the analysis of the LDCTI- 
QAC2023 dataset involving a total of 1000 
abdominal CT images of soft tissues, with a 
window width of 350 and a window level of 40, 
the images were scored by five radiologists 
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within a quinary scoring framework with clinical 
relevance. Finally, the scores of five radiologists 

images in [0, 2] were classified as low-quality 
groups that do not meet the needs of diagnosis 
and treatment, while the images in [2, 4] are 
considered to be high-quality groups that meet 
the needs of diagnosis and treatment (Table 2). 
In this study, multiple statistical methods were 
combined to comprehensively analyze the 
training losses and select appropriate models 
accordingly. We first used descriptive statistics 
to understand the data, then used hypothesis 
testing to determine significant differences 
between models, and finally used cross-valida-
tion to assess the generalization ability of the 
models.

A quinary dataset: The quinary scoring system 
further subdivides the [0, 4] interval into four 
distinct non-overlapping intervals: [0, 1], [1, 2], 
[2, 3], and [3, 4]. Out of the entire dataset, 36 
images were rated at the highest possible 
score of 4 by five physicians, qualifying them as 
the top-performing segment (Table 3). Cluster 
analysis was used to divide the dataset with a 
five-point scoring system into different groups 
or categories based on their scoring character-
istics. Next, the Classification and Regression 
Trees (CART) algorithm was applied to classify 
or predict the scoring data. Finally, cross-valida-
tion and hyperparameter adjustment were con-
ducted to assess model performance and sta-
bility, and to select the optimal network model.

Experimental design

The experiment was conducted on Ubuntu 
Linux 18.04.5 and compiled by Python 3.6.12, 
Pytorch 1.10.1, and CUDA 10.1.243. The ratios 
of the training set and the test set were in a 7:3 
ratio.

First, ResNet networks with different layers, 
like ResNet-18, ResNet-34, ResNet-50, and 
ResNet-101, were trained by adjusting param-
eters on binary tasks and quinary tasks, respec-
tively by using quality scores of abdominal low-

Table 1. Original grade criteria of LDCTIQAC2023
Scores Grades Diagnostic Quality Standards
0 Very bad Features required for diagnosis are missing
1 Bad Not applicable for diagnosis
2 Qualified Applicable to some clinical diagnoses
3 Good Excellent quality for clinical interpretation
4 Excellent Highly visible anatomical structures

Table 2. Binary dataset based on LDC-
TIQAC2023
Quality Grades Quantity Examples
[0, 2] Unqualified 467

[2, 4] Qualified 533

Table 3. Quinary dataset based on LDC-
TIQAC2023
Quality Grades Quantity Examples
Very bad [0, 1] 156

Bad [1, 2] 311

Qualified [2, 3] 273

Good [3, 4] 224

Excellent [4] 36

were averaged to obtain the 
final quality score. See Table 
1.

A binary dataset: The quality 
grade was assigned by using 
the interval [0, 4], which is 
split into 2 non-overlapping 
subintervals to classify the 
quality of medical images. The 
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dose CT medical images. Then, considering the 
parameter scale, complexity, and validation 
accuracy (Val. Acc.) of the models, the basic 
network was selected.

This study improves the algorithm on the select-
ed model architecture, tries to introduce the 
attention mechanism block, and adds the 
channel attention block and the spatial atten-
tion block to the Residual Block concurrently. 
The improved network was retrained and com-
pared with the original model.

Results

Network selection based on binary dataset

The batch size was set to 8 medical images, 
and the learning rate was set to 0.001. Upon 
reaching 200 epochs, the Training Loss and 
Validation Accuracy (Val. Acc.) of four networks 
are listed in Table 4.

Figure 1A depicts that beyond 150 epochs, the 
Training Loss gradually converges, and the 
model effect tends to be stable.

It is important to note that the final Val. Acc. 
does not show the obvious difference among 
the ResNet networks. So, ResNet-18, with its 
simpler architecture, was selected for further 
development to ensure a lightweight network 
structure for practical applications, minimizing 
equipment burden.

Network selection based on a quinary dataset

Upon segmenting the dataset for quinary analy-
sis, five models were trained with a batch size 
of 4 medical images, and the learning rate was 
still maintained at 0.001. For the quinary data-
set, the performance of each model is demon-
strated in Table 5.

Table 5 illustrates the training progress of the 
Dual-attention ResNet model across consecu-

tive epochs. It can be discerned that as the 
epoch exceeds 700, the training loss gradually 
stabilizes and converges, indicating the mod-
el’s improved learning capability and resilience 
to overfitting. Specifically, from this point, the 
loss reduction slows, suggesting the model’s 
capacity to discern finer details within the data-
set and optimize predictive accuracy. This sus-
tained training process allows for refined model 
representations, enhancing the accuracy of 
predictions. The robustness and effectiveness 
of the Dual-attention ResNet model in captur-
ing complex patterns without overfitting are  
evident from these observations. For the qui-
nary dataset, ResNet-34 was observed with a 
higher accuracy, while more complex models, 
such as ResNet-101, perform less effectively 
without additional training data. Refer to Figure 
1B for visual data.

Finally, ResNet-18 was selected as the basic 
model for the qualified binary dataset. For the 
quinary dataset, ResNet-34 was chosen as the 
basis for further improvements in the subse-
quent efforts.

Integration of the ResNet network with spatial 
and channel attention mechanisms

In this study, we introduced an attention-
enhanced short-cut operation for basic residual 
blocks. Before the short-cut operation, the fea-
ture maps were processed by a channel atten-
tion block and a spatial attention block se- 
quentially. The channel attention block extract-
ed important information from each channel by 
using global maximum pooling and global aver-
age pooling, and then passed them through a 
shared multi-layer perceptron. The adaptive 
convolution kernel was used to compress each 
channel, and ReLU activation function was 
applied for nonlinear transformation, expand-
ing the number of channels to augment feature 
extraction. The output feature maps were nor-
malized using Sigmoid activation function, and 
the enhanced channel attention features were 
obtained.

The spatial attention block, which receives 
input from the channel attention block, focuses 
on the spatial attributes of the feature maps.  
It performs maximum and average pooling 
across each channel at every spatial position 
and combines these outputs through splicing. 
Convolution and Sigmoid activation functions 

Table 4. Training loss and Val. accuracy for 
the binary dataset
Binary Classification Training Loss Val. Acc.
ResNet18 0.052 0.940
ResNet34 0.069 0.903
ResNet50 0.063 0.906
ResNet101 0.071 0.909
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are applied to the combined output, enhancing 
features based on spatial positions. This mech-
anism prioritizes the characteristics at each 
position, ensuring a more refined and focused 
attention to detail. The enhanced features from 
both attention blocks are then multiplied 
together, contributing to the subsequent com-
putations within the residual block. Refer to 
Figure 2A for a visual representation of the 
channel attention process and Figure 2B for 
the spatial attention operations.

Improved performance of dual-attention 
ResNet model in quality classification

This research incorporates spatial and channel 
attention mechanism blocks into the algorithm 
and adjusts the ResNet network structure, 
resulting in optimized model performance.  
The combined utilization of both channel and 
spatial attention mechanisms allows for the 
focused examination of important features in 
two dimensions. The spatial attention block tar-
gets task-related areas in quality classification 
tasks, adaptively capturing subjective position 
areas and emphasizing them within the fea-
tures. Complementing this, the channel atten-
tion block addresses the limitations of the spa-

tial attention mechanism by adjusting feature 
emphasis across different channels, consider-
ing the specific characteristics of individual 
tasks.

Retraining the ResNet-18 network with two 
attention mechanisms, employing a binary 
dataset and the same batch size, achieved a 
validation accuracy (Val. Acc.) of 0.940 for the 
novel model, marking a 0.04 improvement over 
the performance of the ResNet-18 model (Val. 
Acc. of 0.900). Similarly, when utilizing the qui-
nary datasets, the addition of two different 
attention mechanisms to the ResNet-34 net-
work increased the Val. Acc. from 0.686 to 
0.757, confirming the effectiveness of integrat-
ing targeted attention mechanisms into the 
network architecture. To assess the impact of 
attention mechanisms, a comparison was 
made between the proposed Dual-attention 
ResNet model and conventional ResNet net-
works lacking attention mechanisms. Results 
exhibited a significantly higher accuracy in the 
Dual-attention ResNet model across both clas-
sification configurations. These findings illus-
trate the notable enhancement in accuracy 
attributed to the integration of attention mech-
anisms into the ResNet model, underscoring 
the efficacy of the proposed approach.

Discussion

In China, the oversight of radiological image 
quality predominantly relies on periodic spot-
checks by local quality supervision authorities 
[15]. These checks are intended to ensure that 
the radiological images across various hospi-
tals and departments meet established quality 

Figure 1. The image shows the training loss of the dataset. A: Binary dataset. B: Quinary dataset.

Table 5. Training Loss and Val. Acc. for qui-
nary dataset
Quinary Datasets Training Loss Val. Acc.
ResNet18 0.094 0.663
ResNet34 0.147 0.757
ResNet50 0.132 0.626
ResNet101 0.143 0.657
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standards. However, the subjective assess-
ment of CT medical image quality often lacks 
precision due to the unique and sensitive 
nature of medical images [16]. This deficiency 
in subjective evaluation poses a significant 
challenge to the advancement of artificial intel-
ligence (AI) in the realm of medical image qual-
ity assessment and enhancement. The reliance 
on human judgment introduces variability and 
subjectivity into the evaluation process, leading 
to inconsistent outcomes and inaccuracies. As 
a result, AI systems, which are increasingly 
being leveraged to automate and standardize 
tasks in healthcare, face a considerable hurdle 
in effectively contributing to medical image 
quality control [17, 18]. This situation under-
scores the need for more objective and reliable 
methods to evaluate image quality, which is 
essential for the successful application of AI in 
medical imaging and, subsequently, for improv-
ing patient care and outcomes.

To establish unified standards, minimize labour 
expenses, and achieve standardized quality 

monitoring on a larger scale, this study investi-
gated the potential to establish unified stand-
ards by employing multiple deep-learning net-
works to classify the quality grading of abdomi-
nal CT medical images. In pursuit of practical 
performance and manageable model complex-
ity, the foundational ResNet-18 network was 
chosen as the baseline for improvement. The 
selected ResNet-18 network was then en- 
hanced by integrating its structural and spatial 
characteristics with a dual attention mecha-
nism, focusing on the channel and spatial 
dimensions. This integration aims to refine the 
model’s application performance in navigating 
the complexities of abdominal CT image quality 
assessment. The enhanced ResNet-18 model 
benefits from the dual attention mechanism’s 
ability to prioritize and analyze the most rele-
vant features of the images, thereby improving 
its discriminative power and overall accuracy 
[19]. This is particularly crucial in the context of 
abdominal CT images, where variations in anat-
omy, contrast, and other factors can significant-
ly affect image quality. By leveraging the power 

Figure 2. The output of channel and spatial attention blocks is connected with multiplication to obtain attention 
enhancement features. A: The block of channel Attention Mechanism. B: Spatial Attention Block Mechanism.
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of deep learning and the specific advantages of 
the ResNet-18 network equipped with the dual 
attention mechanism, this research seeks to 
develop a model that can provide a standard-
ized and automated approach to classifying the 
quality grading of abdominal CT images [20]. 
Such a model has the potential to streamline 
quality control processes, reduce reliance on 
manual labour, and ultimately enhance the effi-
ciency and consistency of medical imaging ser-
vices [21]. Furthermore, the model’s versatility 
makes it suitable for various clinical settings 
and populations, providing a scalable solution 
for enhancing CT image quality across different 
organs and imaging techniques. The integra-
tion of the dual attention mechanism into the 
ResNet-18 network represents a significant 
step towards achieving a more standardized 
and automated approach to medical image 
quality assessment, ultimately contributing to 
better patient care and outcomes.

In the meantime, the dataset utilized in this 
study is the newly released abdominal CT medi-
cal image dataset in 2023 [22] with ensured 
timeliness and authority. This study categorized 
specific scores into different grade levels to 
comply with the scoring standards during actu-
al quality control. The research demonstrated 
the practicality of deep learning networks on 
classifying the quality of abdominal CT medical 
image. In terms of further development, it 
necessitates more support from multiple medi-
cal institutions to propose a more detailed 
assessment system and diversified data to 
achieve data and technology sharing, thereby 
improving the quality and quantity of the data-
sets. Today, the rise of technologies like medi-
cal cloud platforms has also enhances the fea-
sibility of these advancements.

The substantial performance enhancement 
achieved by the Dual-attention ResNet model 
serves as a gateway to understand the signifi-
cance of attention mechanisms in image clas-
sification tasks. Previous studies by Samo M 
[23] and Sanjaya P et al. [24] have demonstrat-
ed the pivotal role of attention mechanisms in 
enhancing the discriminative capability of deep 
learning models. Building upon this theoretical 
foundation, our findings echo the observed  
performance improvements, elucidating how 
attention mechanisms effectively enable the 
model to focus on salient image regions while 

minimizing distractions, yielding more refined 
and accurate predictions. Furthermore, our 
results align with the work of Wollek A [25],  
who emphasized the interpretability of atten-
tion-based models, allowing for greater trans-
parency in decision-making processes. This 
aligns with our observed model’s capacity to 
provide interpretable attention maps, thereby 
fostering trust and understanding in the deci-
sion-making process. Consequently, these find-
ings not only confirm the theoretical underpin-
nings but also extend the practical viability of 
attention mechanisms, underscoring their 
transformative impact on the field of medical 
image classification.

In considering the implications of our findings, 
it is indispensable to acknowledge several limi-
tations inherent to this study. Firstly, our 
research focused solely on a specific medical 
imaging dataset, which may limit the generaliz-
ability of our model to other diverse datasets 
and clinical scenarios. Additionally, the perfor-
mance of the Dual-attention ResNet model was 
evaluated using standard evaluation metrics; 
however, further validation through external 
datasets and independent testing would 
strengthen the robustness and generalizability 
of our results. Moreover, as with many deep 
learning models, the interpretability of the 
attention mechanisms remains an ongoing 
challenge; while our model provides attention 
maps for interpretability, the complexity of  
the learned representations may warrant fur-
ther investigation. Finally, the computational 
resources required for training and fine-tuning 
the model should be considered in the context 
of real-world deployment. These limitations col-
lectively emphasize the need for cautious inter-
pretation of the findings and warrant continued 
research to address these constraints for 
broader applicability and translational impact.

In summary, the integration of attention mech-
anisms within the ResNet model has achieved 
significant performance enhancements, show-
casing its potential for improving medical image 
classification tasks. The results of this study 
underscore the promising role of attention 
mechanisms in facilitating more accurate and 
discriminative analysis of medical images, thus 
holding substantial promise for clinical applica-
tions in radiology and diagnostics.
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