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Abstract: Objective: To explore the correlation between Blood Routine Indicators (BRI) and sepsis using machine 
learning algorithms (MLAs) and evaluate their application in early sepsis for prognosis assessment. Methods: A 
total of 4,558 blood routine data (BRD) samples were collected, including 149 sepsis patients and 186 patients 
with common infections (CI). A binary logistic regression model (BLRM) was constructed to predict sepsis based 
on BRI. Additionally, MLAs were applied, including support vector machines, neural networks, Bayesian classifiers, 
k-nearest neighbors), decision trees, and random forest classification models (RFCM). The performance of these 
seven predictive models was evaluated. Results: The RFCM demonstrated the best predictive performance among 
the MLAs, with accuracy of 86.97%, precision of 87.02%, recall of 86.97%, and F1 score of 0.87. These metrics were 
significantly higher than those of the BLRM (accuracy: 68.77%, precision PRE: 71.45%, recall: 69.47%, F1 Score: 
0.70). In the random forest model, red blood cell volume distribution width (RDW) was identified as the most signifi-
cant feature, with RDW-coefficient of variation contributing 6.98% and RDW-standard deviation contributing 5.32%. 
Conclusion: Combining blood routine indicators (BRI) with MLA has considerable potential in predicting sepsis. The 
RFCM showed the highest predictive value, and RDW may play a crucial role in sepsis prediction.
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Introduction

Sepsis is a syndrome characterized by a dys-
regulated immune response to infection, lead-
ing to life-threatening organ dysfunction. It is 
the most common critical illness and has a high 
mortality rate [1]. As a leading cause of admis-
sion to the Intensive Care Unit (ICU), sepsis is 
associated with immune and endocrine system 
disturbances, as well as metabolic abnormali-
ties. It remains one of the leading causes of 
death among ICU patients and imposes a sig-
nificant economic burden on healthcare sys-
tems. Despite advancements in modern medi-
cine, research into sepsis has become increa- 
singly comprehensive, focusing on its patho-
genesis, early diagnosis, and clinical treatment. 
New definitions and guidelines for the manage-
ment of sepsis have been established, yet its 
mortality rate remains high, with reported rates 
among ICU sepsis patients ranging from 23.7% 
to 64.5% [2-5]. Early recognition of sepsis or 

septic shock is critical for improving patient out-
come, including timely fluid resuscitation, app- 
ropriate antibiotics, infection source control, 
and, if necessary, vasopressor use [6-8]. How- 
ever, despite updates in the definition of sepsis 
and septic shock and the use of early warning 
scores like qSOFA or SOFA (Sequential Organ 
Failure Assessment), timely recognition remains 
a major challenge for clinical practice [9, 10].

Artificial intelligence (AI) is an emerging field 
that integrates various disciplines, including 
computer science, control theory, information 
theory, physiology, psychology, linguistics, med-
icine, and philosophy [11]. AI techniques encom-
pass machine learning (ML), knowledge acqui-
sition, knowledge processing, and automated 
reasoning. With advancements in technology, 
AI has enabled groundbreaking research in 
healthcare, particularly in critical care. AI can 
facilitate earlier and more accurate predictions 
in disease risk assessment, deterioration warn-
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ings, and mortality prediction. At the core of AI, 
ML focuses on learning from large datasets. 
Through computational methods, ML creates 
learning models that improve with experience, 
which can then be applied to actual problems. 
ML has been widely used in disease prediction 
and other medical fields. For instance, Garcia-
Gallo et al. [12] developed an ML-based mortal-
ity prediction model for severe sepsis patients 
using the open-source MIMIC-III database. The- 
ir model outperformed traditional scoring sys-
tems such as the Sequential Organ Failure As- 
sessment (SOFA) and Simplified Acute Phy- 
siology Score II (APACHE II). Thorsen-Meyer et 
al. [13] applied ML algorithms to analyze time-
series ICU data to predict 90-day mortality in 
real-time, improving ICU patient prognosis. Whi- 
le more AI models are being developed to pre-
dict other diseases [14, 15], research on pre-
dicting sepsis using AI remains limited.

Complete blood count (CBC) is a routine test 
performed on all hospitalized patients. Key in- 
dicators, such as white blood cell count, neu-
trophil ratio, absolute neutrophil count, and red 
cell distribution width (RDW), are associated 
with the body’s inflammatory response. This 
study collected CBC data from sepsis patients 
and non-sepsis infected patients to analyze the 
correlation between CBC indicators and sepsis 
using machine learning algorithms. The goal 
was to assess the predictive and prognostic 
value of these indicators, offering new methods 
for early sepsis prediction and prognosis ev- 
aluation.

The innovation of this study lies in its compre-
hensive use of a wide range of CBC indicators, 
the systematic comparison of multiple machine 
learning algorithms to identify the best per-
former, and the in-depth exploration of the im- 
portance weights of specific blood routine data 
within the most effective model. These aspects 
provide a new, detailed understanding compa- 
red to previous works on AI for sepsis predi- 
ction.

Materials and methods

Case selection

A retrospective cohort study design was used 
to select patients with confirmed infections 
admitted to the Intensive Care Unit (ICU) of 
Putian College Affiliated Hospital from January 
2019 to December 2022.

Inclusion criteria: Patients aged over 18 years, 
diagnosed with infection based on symptoms, 
signs, laboratory tests, and imaging. The specif-
ics for different infections are as follows:

Pulmonary infection [16]: Community-acquired: 
Cough, fever, expectoration; lung infiltrates on 
imaging; elevated white blood cells or patho-
gens in sputum.

Hospital-acquired: New infiltrates on imaging 
≥48 hours after admission, plus fever, cough, 
purulent sputum.

Ventilator-associated: New or progressive infil-
trates during ventilation, purulent secretions, 
laboratory evidence of infection.

Intracranial infection [17]: Headache, fever, al- 
tered mental status, neurological deficits; ab- 
normal cerebrospinal fluid (increased white 
blood cells, elevated protein, decreased glu-
cose); signs of CNS inflammation on imaging.

Urinary tract infection [18]: Dysuria, frequency, 
urgency, possible hematuria; positive urine cul-
ture, elevated urine white blood cells.

Abdominal infection [19]: Abdominal pain, ten-
derness, distension, fever, elevated white blood 
cells; imaging showing abscesses, fluid collec-
tions, or organ inflammation.

Biliary tract infection [20]: Right upper quad-
rant pain, jaundice, fever, chills; abnormal liver 
function, elevated white blood cells, possible 
positive bile culture; biliary tract inflammation 
on imaging.

Bloodstream infection [21]: Positive blood cul-
ture (excluding contaminants), with consistent 
symptoms such as fever and hypotension.

Skin and soft tissue infection [22]: Local red-
ness, swelling, pain, warmth, possible purulent 
discharge; elevated white blood cells, possible 
pathogen isolation.

Surgical site infection [23]: Pain, swelling, red-
ness, discharge, or fever at the surgical site 
post-surgery; purulent drainage, pathogen iso-
lation, or other signs of inflammation.

Exclusion criteria: Patients with a history of he- 
matopoietic stem cell transplantation or other 
solid organ transplants, patients with immu- 
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ne system diseases currently using glucocorti-
coids and/or immunosuppressants, patients 
with blood system diseases, ICU hospitalization 
time <24 hours, and pregnant or lactating pa- 
tients.

Diagnostic criteria for sepsis: Conforming to the 
3.0 diagnostic criteria for sepsis [24].

Treatment

All patients were treated according to the guide-
lines of the Surviving Sepsis Campaign (SSC) 
[25].

Ethics

This study strictly adhered to ethical standards 
for medical clinical research and was approved 
by the Ethics Committee of Putian College Affi- 
liated Hospital (Approval No.: 202035). Due to 
the retrospective and observational design, in- 
formed consent was waived. After removing 
personal information, the data were analyzed 
anonymously.

Study groups and collection of clinical obser-
vation indicators

(1) Grouping: Based on the occurrence of sep-
sis, patients were divided into the ordinary in- 
fection group and the sepsis group. In the sep-
sis group, patients were further classified into a 
survival group and a death group based on 
their 28-day survival status.

(2) Collection of Clinical Data: General informa-
tion: Gender, age, clinical diagnosis, type of dis-
ease, site of infection, pathogenic bacteria, and 
comorbidities such as diabetes, liver cirrhosis, 
and chronic diseases of the cardiovascular, 
respiratory, renal, and immune systems. Com- 
plete blood count data were collected for all 
patients during hospitalization.

Statistical analysis

The following R packages were used for ma- 
chine learning methods: caret, ipred, ranger, 
arm, nnet, and gbm. All models were subjected 
to 10-fold cross-validation. Hyperparameters 
were optimized using grid search as follows.

For the random forest (RF) model, the number 
of trees and the mtry parameter were ad- 
justed.

For the neural network (NNET) model, the size 
and decay parameters were adjusted.

For the gradient boosting machine (GBM) 
model, n.trees, interaction.depth, and shrink-
age were adjusted.

Finally, variable importance was ranked using 
the “varImpPlot” function in the “caret” pack-
age in R. Patients were randomly split into train-
ing and test sets, with 80% allocated for train-
ing and 20% for testing. Based on the selected 
predictors, six machine learning models were 
constructed: support vector machine (SVM), k- 
nearest neighbors (KNN), random forest, Ba- 
yesian model, gradient boosting decision tree 
(GBDT), and neural network. The models were 
evaluated and compared using sensitivity, sp- 
ecificity, positive predictive value (PPV), nega-
tive predictive value (NPV), accuracy, and the 
area under the ROC curve (AUC).

Selection of independent variables: All CBC 
variables were selected as independent vari-
ables, including:

White blood cell count (WBC), red blood cell co- 
unt (RBC), hemoglobin (HGB), hematocrit (HCT), 
mean corpuscular volume (MCV), mean corpus-
cular hemoglobin (MCH), mean corpuscular he- 
moglobin concentration (MCHC), RDW coeffi-
cient of variation (RDW-CV), RDW standard de- 
viation (RDW-SD), platelet count (PLT), platelet-
crit (PCT), mean platelet volume (MPV), platelet 
distribution width (PDW), large platelet count 
(P-LCC), large platelet ratio (P-LCR), lymphocyte 
percentage (LY%), absolute lymphocyte count 
(LY#), monocyte percentage (MO%), absolute 
monocyte count (MO#), neutrophil percentage 
(NE%), absolute neutrophil count (NE#), eosino-
phil percentage (EO%), absolute eosinophil co- 
unt (EO#), basophil percentage (BA%), absolute 
basophil count (BA#), immature granulocyte pe- 
rcentage (IMG%), and absolute immature gran-
ulocyte count (IMG#).

Handling of missing values: Variables with 
missing values exceeding 15% were excluded. 
For variables with a missing value rate <2%, the 
missing values were replaced by the mean 
value of the respective variable. For variables 
with a missing value rate between 2% and 15%, 
multiple imputations were performed.



Blood routine indicators plus AI in sepsis 

2681	 Am J Transl Res 2025;17(4):2678-2689

Handling of outliers: Outliers were identified 
using the interquartile range (IQR), defined as 
the difference between the upper and lower 
quartiles in a box plot. Points exceeding 1.5 
times the IQR (upper quartile + 1.5 × IQR or 
lower quartile - 1.5 × IQR) were considered out-
liers and were treated as missing values.

Model building: The following R packages were 
used for machine learning: caret, ipred, ranger, 
arm, nnet, and gbm. The samples were ran-
domly divided into training and testing sets in a 
7:3 ratio. All models employed 10-fold cross-
validation. Hyperparameters were adjusted us- 
ing grid search. For the RF model, the number 
of trees and the mtry parameter were opti-
mized. For the NNET model, the size and decay 
parameters were optimized. For the GBM mo- 
del, the n.trees, interaction.depth, and shrink-
age parameters were adjusted. Finally, variable 
importance was ranked using the “varImpPlot” 
function from the “caret” package in R.

Results

Traditional methods of analysis

The following variables were included as predic-
tors in the binary logistic regression analysis for 
helium toxicity (0, 1): WBC, RBC, HGB, HCT, 
MCV, MCH, MCHC, RDW-CV, RDW-SD, PLT, PCT, 
MPV, PDW, P-LCC, PLCR, LY%, LY#, MO%, MO#, 
NE%, NE#, EO%, EO#, BA%, BA#, IMG%, and 
IMG#. A summary of the data is presented in 
Table 1. According to the data in Table 1, the 
study included a total of 4,256 samples. How- 
ever, 302 instances of missing data were ex- 
cluded from the analysis. The effective sample 
size was 93.4%. The distribution of the “pyemia” 
variable was as follows: the value of 0 appeared 
1,976 times, accounting for 46.43%, while the 
value of 1 appeared 2,280 times, making up 
53.57%. Of the total 4,256 samples, 93.37% 
(4,256 samples) were used in the analysis, whi- 

le 302 samples with missing data were exclud-
ed, representing 6.63% of the total 4,558 sam-
ples considered in the study.

The variables were analyzed using binary logis-
tic regression, and the results are presented in 
Table 2. According to the data, MCH, RDW-SD, 
PLT, PDW, and P-LCR exhibited a significant 
positive correlation with chlorotoxicity (P < 0.1). 
In contrast, MCV, RDW-CV, MPV, and P-LCC 
showed a significant negative correlation with 
chlorotoxicity (P < 0.1). The variables WBC, 
RBC, HGB, HCT, MCHC, PCT, LY%, LY#, MO%, 
MO#, NE%, NE#, EO%, EO#, BA%, BA#, IMG%, 
and IMG# did not show a significant effect on 
hepatotoxicity (0, 1).

A logistic regression model was developed 
using the following equation: ln(p/1-p) = 3.968 
- 0.155*MCV + 0.213*MCH - 0.345*RDW-CV + 
0.193*RDW-SD + 0.004*PLT - 1.273*MPV + 
0.365*PDW - 0.019*P-LCC + 0.244*P-LCR. He- 
re, p denotes the probability of chlorination be- 
ing equal to one (1), and 1-p denotes the likeli-
hood of chlorination being zero (0).

The model’s validity is supported by the p-value 
shown in Table 3, which is less than 0.05.

The Hosmer-Lemeshow (HL) test was conduct-
ed on the model, as shown in Table 4. The 
P-value from Table 4 was less than 0.05, sug-
gesting that the model does not meet the HL 
test’s requirements. As a result, the model’s fit 
exhibits some variability.

Building of a machine learning algorithm 
model

After selecting the self-variables and removing 
missing or abnormal values, the chosen self-
variables included WBC, RBC, HGB, HCT, MCV, 
MCH, MCHC, RDW-CV, RDW-SD, PLT, PCT, MPV, 
PDW, P-LCC, P-LCR, LY%, LY#, MO%, MO#, NE%, 
NE#, EO%, EO#, BA%, BA#, IMG%, and IMG#. 
These variables were referred to as self-vari-
ables. Additionally, the variable representing 
helium toxicity (0, 1) was included in the model. 
A total of 4,256 samples were analyzed. Please 
refer to Table 5.

Effect evaluation

The training set ratio was set to 0.8, after which 
the model is assessed. The results, as shown in 
Table 6, indicated that the random forest model 

Table 1. Logit regression analysis basic sum-
mary
name Options frequency percent
Pyemia (0, 1) 0 1976 46.43%

1 2280 53.57%
total 4256 100.0%

collect effective 4256 93.37%
deficiency 302 6.63%

total 4558 100.0%
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Table 2. Summary of logit regression analysis results

item Regression  
coefficient

Standard  
error z-value Wald χ2 P-value OR-value An OR value of 95% CI

WBC 9.061 6.555 1.382 1.911 0.167 8608.578 0.023~3267373644.147
RBC -0.225 0.389 -0.578 0.334 0.563 0.799 0.373~1.712
HGB -0.035 0.042 -0.822 0.675 0.411 0.966 0.889~1.049
HCT 0.077 0.147 0.524 0.275 0.600 1.080 0.810~1.440
MCV -0.294 0.102 -2.878 8.285 0.004 0.745 0.610~0.910
MCH 0.615 0.292 2.107 4.438 0.035 1.849 1.044~3.277
MCHC -0.027 0.027 -0.989 0.979 0.322 0.973 0.922~1.027
RDW-CV -0.400 0.078 -5.121 26.228 0.000 0.670 0.575~0.781
RDW-SD 0.200 0.028 7.224 52.185 0.000 1.221 1.157~1.289
PLT 0.005 0.001 5.402 29.186 0.000 1.005 1.003~1.007
PCT 0.014 0.190 0.074 0.005 0.941 1.014 0.699~1.472
MPV -1.343 0.167 -8.059 64.942 0.000 0.261 0.188~0.362
PDW 0.427 0.068 6.270 39.308 0.000 1.533 1.341~1.752
P-LCC -0.020 0.004 -5.572 31.046 0.000 0.980 0.974~0.987
P-LCR 0.252 0.025 10.179 103.613 0.000 1.287 1.226~1.351
LY% -0.034 0.269 -0.126 0.016 0.900 0.967 0.570~1.638
LY# -9.255 6.553 -1.412 1.995 0.158 0.000 0.000~36.173
MO% -0.114 0.270 -0.423 0.179 0.672 0.892 0.526~1.514
MO# -9.063 6.557 -1.382 1.910 0.167 0.000 0.000~44.208
NE% -0.087 0.269 -0.322 0.104 0.748 0.917 0.541~1.554
NE# -8.982 6.555 -1.370 1.878 0.171 0.000 0.000~47.727
EO% 0.001 0.273 0.004 0.000 0.997 1.001 0.586~1.710
EO# -10.107 6.565 -1.540 2.370 0.124 0.000 0.000~15.803
BA% -0.054 0.381 -0.142 0.020 0.887 0.947 0.449~1.999
BA# -7.605 6.949 -1.094 1.198 0.274 0.000 0.000~409.475
IMG% 0.036 0.027 1.368 1.870 0.171 1.037 0.984~1.092
IMG# -0.129 0.174 -0.740 0.548 0.459 0.879 0.626~1.236
Intercept 22.914 28.597 0.801 0.642 0.423 8945333229.477 0.000~1.9643659419105786e+34
Note: WBC, White Blood Cell Count; RBC, Red Blood Cell Count; HGB, Hemoglobin; HCT, Hematocrit; MCV, Mean Corpuscular Volume; MCH, 
Mean Corpuscular Hemoglobin; MCHC, Mean Corpuscular Hemoglobin Concentration; RDW-CV, Red Cell Distribution Width-Coefficient of Varia-
tion; RDW-SD, Red Cell Distribution Width-Standard Deviation; PLT, Platelet Count; PCT, Plateletcrit; MPV, Mean Platelet Volume; PDW, Platelet 
Distribution Width; P-LCC, Large Platelet Count; P-LCR, Large Platelet Ratio; LY%, Lymphocyte Percentage; LY#, Absolute Lymphocyte Count; MO%, 
Monocyte Percentage; MO#, Absolute Monocyte Count; NE%, Neutrophil Percentage; NE#, Absolute Neutrophil Count; EO%, Eosinophil Percent-
age; EO#, Absolute Eosinophil Count; BA%, Basophil Percentage; BA#, Absolute Basophil Count; IMG%, Immature Granulocyte Percentage; IMG#, 
Absolute Immature Granulocyte Count.

Table 3. Binary Logit regression model appears to be better than the test results
Model -2 times the logarithmic likelihood Chi-square value df p AIC-value BIC-value
Only intercept 5878.336
The final model 5288.515 5288.515 9 0.000 5288.515 5288.515

Table 4. Hosmer-Lemeshow conformity test
χ2 DOF df P-value
52.874 8 0.000

achieved an accuracy of 86.15%, a combined 
precision rate of 86.22%, a consolidated recall 
rate of 8.6%, and an F1-score of 0.86. These 
performance metrics (accuracy, precision, re- 

call, and F1-score) were the highest among the 
six models tested.

Confusion matrix of machine learning algo-
rithm test set results

The confusion matrix is a tabular representa-
tion used to evaluate the accuracy of a machine 
learning algorithm’s predictions. It displays the 



Blood routine indicators plus AI in sepsis 

2683	 Am J Transl Res 2025;17(4):2678-2689

outcomes of the algorithm’s predictions in a 
structured format, allowing for a comprehen-

sive analysis of its performance. Please refer to 
Figure 1.

Table 5. Summary of basic information
Name option frequency percentage
metastasizing septicemia (0, 1) 0.0 1976 46.43%

1.0 2280 53.57%
Total 4558 93.37%

Total effective 4256 93.37%
hiatus 302 6.63%
total 4558 100.00%

Figure 1. A perplexing matrix depicting the test set results of various machine learning algorithm models. A: Random 
forest classification model; B: Bayesian classification model; C: Decision tree classification model; D: KNN classifica-
tion model; E: Support vector model; F: Neural network model.

Table 6. Comparison of the evaluation effects of the predictive models

Model types
Model Assessment Effects

accuracy Accuracy (overall) Recall (aggregate) f1-score
Support vector model 58.33% 76.53% 58.33% 0.47
Neural Network model 53.76% 28.90% 53.76% 0.38
Bayesian classification model 59.39% 70.65% 59.39% 0.55
The KNN classification model 74.41% 74.67% 74.41% 0.74
Decision tree classification model 72.07% 72.05% 72.07% 0.72
Random forest classification model 86.97% 87.02% 86.97% 0.87
Logistic regression model 68.77% 71.45% 69.47% 0.70
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ROC curves of predictive models

ROC curves were generated for each individual 
predictive model. The results and correspond-
ing graphical representations are shown in 
Tables 7, 8 and Figure 2.

Importance of blood conventional values in 
random forest model

Table 9 shows the contribution of various blood 
data to the random forest model. The RDW-CV 
ratio was found to be 6.98%, RDW-SD 5.32%, 
MCV 5.22%, RBC 5.21%, HCT 5.08%, PLT 
5.02%, PCT 4.59%, MCH 4.53%, HGB 4.02%, 
NE# 3.73%, P-LCR 3.56%, WBC 3.52%, LY# 
3.48%, MCHC 3.45%, PDW 3.30%, and P-LCC 
3.27%. The remaining 11% consisted of MO, 
MO#, LY#, LY%, MPV, IMG#, EO#, and others. 
For further details, refer to Table 3 and Figure 
3, which show percentages of 27% and 7%, 
respectively.

Discussion

Sepsis is a life-threatening disease that pro-
gresses rapidly, leading to multi-organ dysfunc-
tion, disseminated intravascular coagulation, 
and potentially death [26]. Early detection and 
appropriate treatment are crucial for improving 

patient prognosis, with studies showing that 
timely treatment significantly reduces mortality 
[27]. Various clinical indicators of inflammation 
(such as calcium levels and C-reactive protein) 
and clinical scores (e.g., qSOFA and SOFA) are 
commonly used to assess the disease.

Regular blood tests provide valuable informa-
tion on red blood cells, white blood cells, and 
platelets, which are sensitive to many patho-
logic changes in the body. This sensitivity 
makes them effective in detecting the onset 
and progression of the disease. Increasing evi-
dence supports the use of routine blood tests 
as informative biomarkers for a variety of dis-
eases, including cancer, inflammatory disor-
ders, viral infections, and cardiovascular dis-
eases [28]. In a prospective study, Margolis 
[29] demonstrated that elevated leukocyte 
(WBC) levels are associated with an increased 
risk of various types of breast cancer. Addition- 
ally, the predictive value of regular blood tests, 
including RDW and other markers, has been 
shown to be more effective than diagnosis 
based on conventional cell counts.

In this study, we first applied traditional statisti-
cal methods to develop a binary logistic regres-
sion model for predicting hepatotoxicity using 
conventional blood markers. We then employed 

Table 7. Comparison of ROC curves of predictive models

Model Type
ROC results AUC summary

AUC standard error P 95% CI
Support vector model 0.910 0.005 0.000 0.483~0.517
Neural Network model 0.500 0.009 1.000 0.483~0.517
Bayesian classification model 0.600 0.009 0.000 0.583~0.617
The KNN classification model 0.823 0.007 0.000 0.968~0.979
Decision tree classification model 0.943 0.004 0.000 0.583~0.617
Random forest classification model 0.973 0.003 0.000 0.968~0.979
Logistic regression model 0.754 0.007 0.000 0.740~0.769

Table 8. Results of ROC optimum boundary values for each forecast model
Model Type AUC Optimal threshold sensitivity specificity Cut-off
Support vector model 0.910 0.819 1.0 0.819 0.000
Neural Network model 0.500 0.000 0.000 1.000 1.000
Bayesian classification model 0.600 0.200 0.275 0.925 0.000
The KNN classification model 0.823 0.645 0.810 0.836 0.000
Decision tree classification model 0.943 0.887 0.948 0.939 0.000
Random forest classification model 0.973 0.947 0.973 0.974 0.000
Logistic regression model 0.754 0.389 0.654 0.735 0.527
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Figure 2. ROC curves of predictive models. A: 
KNN model; B: Bayesian model; C: Decision tree 
model; D: Neural network model; E: Random for-
est model; F: Support vector model; G: Logistic 
regression model.

machine learning algorithms, including support 
vector machines (SVM), neural networks, Naive 
Bayes classifiers, K-Nearest Neighbors (KNN), 
decision trees, and random forest classifiers. 
The performance of these models was evaluat-
ed, and the results showed that the random for-
est model outperformed the other machine 
learning algorithms in terms of accuracy, preci-
sion, recall, and F1-score, significantly surpass-
ing the performance of the traditional statisti-
cal method.

RDW is a measure that reflects the heterogene-
ity of peripheral red blood cell volume. A lower 
RDW indicates uniformity in red blood cell size, 
while a higher RDW suggests greater variability 
in cell size. RDW is useful in the early diagnosis 
and monitoring of iron-deficiency anemia. The 
RDW/MCV ratio is also used in the morphologic 
classification of anemia. Studies have shown 
that RDW is a valuable predictor for tumor dis-
eases [30], active inflammatory bowel disease 
[31], and cardiovascular diseases [32].
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In clinical studies, various indicators and clini-
cal scores have been used for the early identifi-
cation of sepsis, including systemic inflamma-
tory response syndrome (SIRS), sequential or- 
gan failure assessment (SOFA), modified early 
warning score (MEWS), and national early warn-
ing score (NEWS). Although these tools aid in 
diagnosis and treatment, their diagnostic accu-
racy varies significantly, and most have limited 
predictive value. Over the years, numerous stu- 
dies have explored the application of AI in sep-
sis management. In 2016, Calvert et al. [33] 
used the MIMIC-II database to analyze data 
from 1,394 critically ill patients and developed 
the Insight model based on 9 indicators, achiev-
ing an AUC of 0.83 (95% CI: 0.80-0.86) for pre-
dicting sepsis 3 hours in advance. Similarly, 
Mao et al. [34] developed an advanced model 
based on 6 vital signs, showing an AUC of 0.85 
(95% CI: 0.79-0.91) for predicting severe sepsis 

4 hours before its onset. However, these stud-
ies had limitations, such as inadequate use of 
electronic health record (EHR) data and ambig-
uous definitions of sepsis onset. Faisal et al. 
[35] created an LR model to predict sepsis risk 
after emergency admission, achieving AUCs of 
0.78 and 0.79 on different test sets, but the 
model lacked real-time predictive capability 
despite using more data. In 2018, Nemati et al. 
[36] developed the AISE model, based on spe-
cific data and methods, which had AUCs of 
0.83-0.85 for predicting sepsis 4-12 hours in 
advance. This model also provided interpreta-
ble results, though limited access to EHR data 
remained a challenge for many AI researchers. 
Additionally, randomized controlled trials (RCTs) 
and prospective studies have shown that some 
AI warning models can improve patient out-
comes. However, previous studies often suf-
fered from low data collection frequencies, le- 
ading to prediction delays. More recent res- 
earch indicates that using physiological data 
from bedside monitors can extract refined fea-
tures for faster feedback on disease progres-
sion. Studies on heart rate variability and other 
factors in various patient groups have demon-
strated their predictive value for sepsis, show-
ing that combining multiple features improveed 
prediction accuracy. Initially, many studies did 
not fully utilize multi-channel signals, focusing 
mainly on numerical vital signs. However, re- 
cent efforts provided valuable references for 
non-contact video motion analysis in sepsis 
warning systems.

This study has several limitations. First, it is a 
monocentric retrospective study with some 
missing data. To minimize deviations in the 
results, we supplemented the data using vari-
ous statistical software inference functions. 
Second, blood-related data are subject to inter-
ference from various factors, and some mea-
surements may fluctuate significantly during 
treatment. For example, patients with hepar- 
in-induced thrombocytopenia may experience 
platelet decreases after heparin administra-
tion, while blood dialysis can damage red blood 
cells, causing further data fluctuations. These 
patients were not excluded, which may have 
influenced the study results.

Conclusion

This study provides important findings with sig-
nificant clinical implications. The integration of 
routine blood data and machine learning algo-

Table 9. Weighing values of conventional 
blood indicators in random forest models
Item Weight value
WBC 0.035
RBC 0.052
HGB 0.040
HCT 0.051
MCV 0.052
MCH 0.045
MCHC 0.035
RDW-CV 0.070
RDW-SD 0.053
PLT 0.050
PCT 0.046
MPV 0.028
PDW 0.033
P-LCC 0.033
P-LCR 0.036
LY% 0.028
LY# 0.035
MO% 0.032
MO# 0.031
NE% 0.032
NE# 0.037
EO% 0.023
EO# 0.030
BA% 0.014
BA# 0.027
IMG% 0.027
IMG# 0.025
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rithms-especially the high performance of the 
random forest classification model-offers a no- 
vel and effective approach for early sepsis pre-
diction. Clinically, this enables healthcare pro-
viders to use routine blood test results to quick-
ly identify patients at high risk for sepsis, fa- 
cilitating timely initiation of preventive and ther-
apeutic measures.

The identification of RDW as a key measure 
within the model underscores its potential as 
an important biomarker for sepsis. This discov-
ery suggests that clinicians should consider 
incorporating RDW analysis into routine clinical 
evaluations to enhance diagnostic accuracy 
and risk stratification.

From a clinical treatment and prognostic per-
spective, the early prediction facilitated by this 
study allows for prompt evidence-based man-
agement, including timely fluid resuscitation, 
appropriate antibiotic selection, and effective 
control of infection sources. These interven-
tions are likely to prevent sepsis from progress-
ing to more severe stages, thereby reducing 
mortality rates and improving overall patient 
outcomes. In summary, the results of this study 
provide a practical predictive model and valu-
able insight that may optimize clinical decision-
making in sepsis management, ultimately 
improving patient outcomes.
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