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Abstract: Background: Accurate classification of skin cancer is critical for early detection and timely treatment, 
significantly improving patient survival rates. While quantum neural networks combined with transfer learning show 
promise in medical image analysis, quantum noise remains a major challenge, compromising the stability and reli-
ability of these systems. This study aims to address this limitation by developing a robust quantum-based framework 
for skin cancer classification. Methods: We propose a Quantum Dual-Branch Neural Network (QDBNN) that employs 
two independently trained network branches without shared weights. Dual-modal features are fused at the fully 
connected layer, and a Variational Quantum Classifier (VQC) is utilized for final classification. The model is evaluated 
on two datasets: the multiclass HAM10000 and the binary Malignant vs. Benign dataset. Results: QDBNN achieved 
state-of-the-art accuracies of 93.6% on HAM10000 and 93.5% on the Malignant vs. Benign dataset, outperform-
ing classical and quantum transfer learning baselines. The dual-branch architecture and weighted feature fusion 
demonstrated enhanced robustness against quantum noise while improving generalization. Conclusion: QDBNN ef-
fectively mitigates quantum noise interference and leverages quantum-classical hybrid advantages for skin cancer 
classification. Its success highlights the potential of quantum-inspired architectures in medical imaging, offering a 
pathway toward clinically deployable tools for early diagnosis. Future work will focus on hardware optimization and 
scalability to larger datasets.
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Introduction

Medical image classification represents a criti-
cal yet challenging research domain, necessi-
tating precise analysis and interpretation of 
complex, high-dimensional medical imaging 
data [1]. This task’s fundamental challenges 
stem from the inherent diversity and complexity 
of medical images, encompassing morphologi-
cal variations in lesions, poor contrast bet- 
ween pathological and healthy tissues, and 
acquisition-related noise and artifacts [2, 3]. 
Additionally, individual patient differences can 
lead to considerable variability in lesion appear-
ances, further complicating the accuracy and 
reliability of classification.

Within the spectrum of medical image classifi-
cation applications, automated skin cancer 
classification emerges as a paramount con-
cern. Skin cancer is one of the most prevalent 

cancers worldwide, with melanoma and non-
melanoma skin cancers being the two main cat-
egories. Despite its lower incidence, melanoma 
exhibits high malignancy and rapid progression 
characteristics [4]. Once melanoma reaches an 
advanced stage, the effectiveness of treatment 
diminishes considerably, highlighting the criti-
cal importance of early detection and interven-
tion in improving patient survival. Conventional 
skin cancer diagnosis predominantly depends 
on dermatologists’ expertise and subjective 
assessment, subject to variables including clini-
cal experience and cognitive fatigue. The advent 
of automated classification systems offers a 
more efficient and objective diagnostic method, 
significantly enhancing early detection accura-
cy while minimizing the risks of misdiagnosis 
and missed diagnoses [5]. These technologies 
not only improve diagnostic efficiency but also 
provide more reliable health protection for both 
doctors and patients. 

http://www.ajtr.org
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Classical neural networks, despite their proven 
effectiveness, demand intensive computation-
al resources, especially when processing high-
dimensional and heterogeneous medical imag-
ing data [6]. Quantum neural networks, how- 
ever, offer a promising solution to these chal-
lenges due to their inherent parallel computing 
capabilities. In 2003, Anguita [7] pioneered the 
application of quantum computing in training 
support vector machines (SVM), specifically 
addressing scenarios where classical quadra- 
tic programming methods proved inadequate. 
Their findings demonstrated that quantum 
computing provides significant parallel pro-
cessing advantages over traditional optimiza-
tion techniques in large-scale digital imple- 
mentations, highlighting its potential to solve 
complex problems. The rapid evolution of quan-
tum computing has established quantum neu-
ral networks as an innovative computational 
paradigm, positioning them at the forefront  
of contemporary research. Cong [8] introduc- 
ed Quantum Convolutional Neural Networks 
(QCNN) in 2019, demonstrating efficient da- 
ta encoding for N-qubit systems using only 
O(log(N)) variational parameters. In 2023, 
Zhiguo Qu [9] introduced an intelligent diagnos-
tic multimodal fusion system based on quan-
tum neural networks, integrating QCNN fea-
tures with other modalities to train effec- 
tive variational quantum classifiers (VQC) for 
intelligent diagnosis. This system achieved 
notable success in diagnosing breast cancer 
and COVID-19. Additionally, in 2023, Juhyeon 
Kim [10] integrated QCNN with transfer learn-
ing techniques, employing various QCNN mod-
els to classify the MNIST dataset through quan-
tum convolution and pooling operations. Their 
results demonstrated that quantum transfer 
learning outperformed traditional classical 
transfer learning models.

Despite the substantial potential of quantum 
neural networks, multiple fundamental chal-
lenges persist in their implementation and opti-
mization. The vanishing gradient phenomenon 
remains a critical impediment to quantum deep 
learning advancement, necessitating innova-
tive solutions that account for the distinct char-
acteristics of quantum computing systems. 
Additionally, the limitations of current quantum 
devices present further obstacles for the prac-
tical implementation of quantum neural net-
works, demanding the development of algo-

rithms specifically tailored to these devices. 
Achieving quantum advantage is still a critical 
issue, particularly in terms of designing algo-
rithms that can demonstrate the superiority  
of quantum computing in specific scenarios.  
To address these challenges, we propose a 
novel quantum neural network architecture  
for skin cancer segmentation: the Quantum 
Dual-Branch Neural Network (QDBNN), which 
combines quantum convolutional neural net-
works, transfer learning, and feature fusion 
techniques.

In recent years, research on skin lesion classifi-
cation based on deep learning has made sig-
nificant progress. Researchers have proposed 
a variety of innovative methods focusing on 
model architecture optimization, feature fusion, 
interpretability enhancement, and addressing 
data imbalance issues.

In terms of model architecture design, Gajera 
[11] conducted a comprehensive analysis of 
eight pre-trained CNN models and found that 
DenseNet-121 combined with a multilayer per-
ceptron (MLP) performed best in multiple 
benchmark tests, achieving an accuracy of 
81% on the HAM10000 dataset. The perfor-
mance advantage of this combination stems 
from the dense connectivity structure’s effec-
tive extraction of fine-grained features of skin 
lesions. Kumar [12] took a different approach 
by proposing to fuse handcrafted features from 
the image domain, spectral domain, and ceps-
tral domain, and designed a one-dimensional 
multi-head CNN for classification. The accuracy 
on the HAM10000 dataset was improved to 
89.71%, verifying the supplementary role of 
hybrid domain features for lesion spectral 
information.

Addressing the issues of model interpretability 
and decision credibility, Dakhli and Barhoumi 
[13] proposed an ensemble framework based 
on Dempster-Shafer evidence fusion. Through 
statistical tests and XAI feature visualization 
analysis of model failure cases, they selected 
models with strong complementarity for evi-
dence fusion. The final accuracy was increased 
by 6% compared to a single model, reaching 
92%. Similarly, Nguyen [14] introduced a soft 
attention mechanism to automatically locate 
lesion heatmaps and combined it with meta-
data such as age and gender. They achieved an 
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accuracy of 90% on InceptionResNetV2. The 
novel loss function they proposed alleviated 
the data imbalance problem, improving the 
F1-score to 0.81. Hasan [15] compared CNN 
models for skin cancer detection on Skin 
Cancer: Malignant vs. Benign datasets, achiev-
ing 93.18% accuracy with VGG16, while Huang 
[16] proposed Deep-skin integrating attention 
mechanisms and ensemble learning, attaining 
87.8% accuracy on similar tasks.

Lightweight model design has become a focus 
for mobile medical applications. Hoang [17] 
developed a lightweight framework based on 
entropy-weighted segmentation (EW-FCM) and 
Wide-ShuffleNet. The number of parameters 
was reduced by 11 times compared to tradi-
tional models, while still maintaining an accu-
racy of 86% on the HAM10000 dataset, and 
the inference speed was increased by 30 times. 
The Tajerian [18] team used EfficientNet-B1 to 
build a web-based diagnostic tool, achieving a 
classification accuracy of 84.3% through data 
augmentation and transfer learning, providing 
feasibility validation for clinical deployment.

Traditional machine learning methods often 
rely on classical feature extraction techniques, 
which encounter challenges in medical imag- 
ing due to limited dataset sizes and resource-
intensive processing requirements. These limi-
tations become especially pronounced when 
capturing fine pathological features, such as 
subtle texture variations in skin cancer images, 
which necessitate more advanced methods. To 
overcome these challenges, our study propos-
es an innovative quantum-based approach.

Materials and methods

Dataset

The performance evaluation of the QDBNN 
architecture was conducted using two bench-
mark datasets: HAM10000 [19] and Skin 
Cancer: Malignant vs. Benign. The HAM10000 
dataset, illustrated in Figure 1, comprises se- 
ven distinct classes of skin cancer lesions, spe-
cifically curated for pigmented skin lesions. The 
dataset encompasses 10,015 high-resolution 
dermoscopic images, capturing comprehensive 
dermatological features including texture pat-
terns, color variations, and morphological char-
acteristics. Each image is annotated by derma-

tology experts, providing high-quality labels for 
lesion types. The HAM10000 dataset exhibits 
notable class imbalance, with the “Melanocytic 
nevi” category comprising 6,705 images (67% 
of the total dataset). This imbalance presents 
challenges for the model’s generalization ability 
and increases the risk of overfitting. 

The Skin Cancer: Malignant vs. Benign dataset 
facilitates binary classification of dermatologi-
cal lesions, distinguishing between benign and 
malignant manifestations. It contains 3297 
RGB images with a resolution of 224×224, of 
which 1,800 are benign and 1,497 are malig-
nant. This dataset provides a solid platform for 
evaluating the performance of the QDBNN 
architecture in skin cancer detection.

Quantum convolutional neural networks

Convolutional Neural Networks (CNNs) have 
emerged as a paramount architecture in 
machine learning, demonstrating exceptional 
efficacy in classification tasks, particularly in 
image recognition domains. In recent years, 
CNNs have made significant strides in image 
recognition, object detection, image genera-
tion, and various other fields, becoming a  
cornerstone of computer vision and deep  
learning research. The Quantum Convolutional 
Neural Network (QCNN) is a machine learn- 
ing model that integrates quantum computing 
with convolutional neural networks. Through 
the exploitation of quantum mechanical phe-
nomena, specifically superposition and entan-
glement, QCNN achieve enhanced computa-
tional efficiency and accelerated processing 
capabilities. 

In quantum convolutional neural networks, 
information is represented by quantum bits, 
which can be in superposition at the same 
time, that is, their quantum states can be rep-
resented as a linear combination of states |0⟩ 
and |1⟩. This means that the state of a single 
quantum bit can be described in quantum 
mechanics as, where α|0⟩ + β|1⟩ = 1, α and β 
are complex coefficients. This means that a 
quantum bit can exist in multiple possible 
states at the same time until it is measured. 
|ψ⟩ is the initial quantum state of the quantum 
system and Mm is the measurement operator, 
and the probability measurement formula is 
given by Eq. (1).
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In contrast to classical convolutional networks’ 
numerical operations, quantum convolution im- 
plements unitary transformations on the quan-
tum state vector, preserving quantum mechani-
cal properties. The transformation methodolo-
gy is determined by the characteristics of the 
quantum gates comprising the unitary opera-
tion. Figure 2 illustrates the fundamental quan-
tum gate operations. The Pauli-X gate flips the 
quantum bit from |0〉 to |1〉, the Hadamard 
gate [20] creates a superposition state for the 
quantum system, and the RY gate rotates the 
quantum bit by a specific numerical phase. 
Such rotation gates can be utilized for both fea-
ture encoding and parameter encoding in 
Quantum Convolutional Neural Networks 
(QCNNs). 

The QCNN’s quantum layer transforms classi-
cal data into quantum states through various 
encoding schemes, including angle encoding 

[21] and amplitude encoding. When the  
quantum system is initialized, the eigenstate 
|0〉 is converted into a superposition state  
(|0〉 + |1〉)/ 2  through the action of the Ha- 
damard gate. Subsequently, the phase is shift-
ed and rotated through the unitary gate con-
taining the encoded data. 

A controlled quantum gate operation is im- 
plemented to establish entanglement correla-
tions between qubits within the quantum sys-
tem. Quantum entanglement is a critical re- 
source in quantum computing, enabling the for-
mation of non-classical correlations between 
quantum bits. The quantum measurement pro-
tocol extracts state information and maps ex- 
pectation values to corresponding output chan-
nels, enabling classical information retrieval. 
Quantum measurement represents the final 
step in quantum information processing, where 
quantum information is converted into classical 
information, allowing it to be further processed 
or interpreted.

Figure 1. HAM10000 dataset and Malignant vs. Benign dataset.

Figure 2. Diagram of a basic quantum gate and its formula.
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QDBNN architecture

The quantum transfer learning method has 
shown promising results in classification tasks, 
such as breast cancer classification and gen-
der prediction. Building on this, we propose  
the Quantum Dual-Branch Neural Network 
(QDBNN) architecture. The QDBNN architecture 
synergistically integrates quantum computing 
capabilities, transfer learning principles, and 
multi-model fusion strategies, yielding enhan- 
ced performance in dermatological malignan- 
cy classification. The training protocol, illustrat-
ed in Figure 3, encompasses three primary 
phases.

Dual-branch weight training

The initial phase comprises concurrent weight 
optimization of both network branches. Branch 
weight optimization is achieved through quan-
tum transfer learning protocols. AlexNet [22] 
and VGG16 [23] have both played pivotal roles 
in advancing deep learning for image recogni-
tion. The implementation of deeper architec-
tural paradigms has substantially augmented 
feature extraction capabilities. Through the uti-
lization of compact convolutional and pooling 
kernels, these networks have improved the 
model’s sensitivity to image features. These 
design principles have provided valuable 
insights and a solid foundation for the develop-
ment of subsequent deep learning models. 
Based on this, the quantum pre-trained ver-
sions of AlexNet and VGG16 are selected as the 
dual branches of our network.

Custom-designed quantum neural networks 
were constructed to replace the fully connect-
ed layers within the pre-trained AlexNet and 
VGG16 architectures. The implemented quan-
tum networks subsequently performed the 
classification tasks, replacing their classical 
counterparts, thereby enhancing the model's 
compatibility with the integrated QDBNN archi-
tecture and optimizing both data adaptability 
and model fitting performance. The skin cancer 
dataset was processed through the quantum-
enhanced pre-trained models of AlexNet and 
VGG16, with optimal weights being automati-
cally preserved after 100 training epochs. 

Figure 4 illustrates the architectural design of 
the variational quantum classifier implemented 
in quantum transfer learning. After the intrinsic 
passes through the H gate, the quantum super-
position state is constructed. Then the RY rota-
tion gate is used to encode the features, and 
the RZ rotation gate is used to encode the train-
able parameters and measure them after fit-
ting. The formula is shown as in Eq. (2).
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Where n denotes the number of bits in the 
quantum network, RY(θ, q) denotes a rotation 
gate around the y-axis, where θ is the rotation 
angle and q is the quantum bit in action. CY(θ, 
q) represents a controlled y-revolving gate, 
where θ is the rotation angle and q is the quan-
tum bit in action. Due to the fundamental differ-
ences between quantum neural networks and 

Figure 3. QDBNN train process.
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classical convolutional networks, traditional 
gradient computation methods are inapplica-
ble. Consequently, the Parameter Shift Rule 
[24] is essential for gradient calculation in 
quantum neural networks. The Parameter Shift 
Rule is as follows:

The parameterized quantum gate in the gradi-
ent calculation process utilizing the Parameter 
Shift Rule is expressed as Eq. (3).

( ) cos ( ) sin ( )U e I r i r
a G rG

ia G= = -i i i
- i

Where U(θ) is the unitary operator and G is the 
Hermitian operator of the gate, which deter-
mines the nature of the quantum evolution. The 
objective function is Eq. (4).
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When G has only two unique eigenvalues e0 and 
e1, the derivative of the Parameter Shift Rule 
with respect to the parameters is Eq. (5).
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Where r is the shift constant, r = α/2 (e1 - e0). 
Following gradient computation via the 
Parameter Shift Rule, parameter updates are 
performed using the Adam optimization 
algorithm.

Weighted feature fusion

Weighted feature fusion enhances feature rep-
resentation in deep learning models through 
differential weight assignment to diverse fea-
tures, facilitating optimal information integra-
tion [25]. This methodology recognizes the het-
erogeneous contributions of multi-source and 
multi-type data to the target objective. The 
adaptive learning capability of weighted feature 
fusion enables optimal input balancing, thereby 
maximizing model performance. Based on its 
demonstrated efficacy, we integrated this 
mechanism into our framework. 

As illustrated in Figure 5, the fully connected 
layers within the quantum pre-trained AlexNet 
and VGG16 models execute weighted feature 
fusion by assigning and combining weights to 
the processed network data. This methodology 
facilitates comprehensive information extrac-
tion while mitigating over-dependence on indi-
vidual networks.

Figure 4. Variational quantum classifier in quantum transfer learning.

Figure 5. Feature fusion.
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During feature fusion optimization, a weight- 
ing function is implemented to systematically  
evaluate dual-branch feature contributions, 
ensuring optimal data utilization. We intro-
duced accuracy-dependent weight coefficients 
to effectively allocate weights between VGG16 
and AlexNet networks, ensuring multi-objective 
optimization outcomes. The objective function 
for the weighted solution is defined as Eq. (6).

W=αW1+βW2

W1 and W2 denote the features learned by the 
VGG16 and AlexNet networks, respectively. α 
and β represent the test accuracies of the two 
networks, with their squares serving as the 
weights for the networks. To reduce bias and 
improve stability in the solution, we introduce 
weight coefficients, ensuring that the solution 
is more balanced and robust.

Quantum two-branch network training

Following the previous step, we optimized the 
quantum pre-trained AlexNet and VGG16 mod-
els to obtain optimal weight parameters and 
subsequently performed weighted feature 
fusion. Next, we loaded these weights into the 
model and locked them in place. Subsequently, 
we implemented a dedicated quantum neural 
network with configured quantum gates for 
data encoding and established trainable quan-
tum parameters to process the fused features. 
The training procedure specifically targeted the 
quantum parameters within the newly imple-
mented network, facilitating the collapse of 
weight superposition states into corresponding 

quantum state. This enabled nonlinear fitting 
and mapping of the data features, ultimately 
yielding the final results. The process is illus-
trated in Figure 6. 

Figure 6 shows the overall architecture of the 
QDBNN model, which covers the entire experi-
mental process. The data is trained and fitted 
through the dual branches of the network and 
finally encoded into the quantum system for 
further training and measurement.

Results

We present the classification results on two  
different skin cancer datasets. The implemen-
tation of a Quantum Convolutional Neural Net- 
work necessitates a quantum programming 
framework supporting quantum circuit opera-
tions, coupled with comprehensive tools for 
classical data preprocessing, training, and 
evaluation. The experimental implementation 
utilized PennyLane for quantum algorithm 
deployment and PyTorch for neural network 
training and data processing. The model was 
trained using sparse categorical cross-entropy 
as the loss function and optimized via the Adam 
optimizer.

Beyond accuracy metrics, we incorporated the 
Weighted-average F1 Score as a complemen-
tary performance indicator, computing individu-
al F1 scores for each category and deriving 
their weighted average based on category-spe-
cific sample distributions. This method gives 
more weight to categories with more samples. 
The formula is Eq. (7).

Figure 6. QDBNN.
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Where TPi, FNi, and F1i are the true positive 
examples, false negative examples, and F1 
scores of the i-th category, respectively.

Comprehensive experiments on the HAM10000 
dataset compared conventional transfer learn-
ing approaches with quantum transfer learning 
methodologies. As shown in Figure 7A, after 
100 training rounds, the classic AlexNet mo- 
del achieved an accuracy of 86.5%, while the 
AlexNet model using quantum transfer learn- 
ing reached an accuracy of 88.4%. Figure 7B 
illustrates the performance comparison bet- 
ween classical VGG16 (88.6% accuracy) and  
its quantum transfer learning variant (90.2% 
accuracy). Quantum systems offer richer fea-
ture representation capabilities, enabling the 

extraction of more complex feature relation-
ships. The quantum layer better captures im- 
plicit relationships within the data, thereby 
enhancing classification and recognition accu- 
racy.

In Figure 7C illustrates that the QDBNN model 
attained an initial accuracy of 82.3%, achieved 
stability after approximately 30 epochs, and 
ultimately reached 93.6% accuracy. In Table 1, 
when compared to the VGG16 quantum trans-
fer learning model and the AlexNet quantum 
transfer learning model, QDBNN outperformed 
all other models, achieving the highest accura-
cy of 93.6% on dermoscopic images. As a clas-
sic multi-class classification problem, tradition-
al quantum methods often show limitations  
in performance. However, the QDBNN model 
demonstrated superior performance, highlight-
ing its enhanced generalization ability and 
robustness. 

Figure 7. QDBNN comprehensive comparative analysis of AlexNet, VGG16, and QDBNN: accuracy comparisons on 
HAM10000 and Malignant vs. Benign datasets.
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Table 1. HAM10000 dataset data compari-
son
Model Accuray (%) F1-score (%)
VGG16 88.6 88.4
Alexnet 86.5 85.7
Vgg16_qcnn 90.2 89.4
Alexnet_qcnn 88.4 88.6
Proposed Method 93.6 93.2

Table 2. Skin cancer: Malignant vs. Benign 
data comparison
Model Accuray (%) F1-score (%)
Vgg16 91.5 91.6
Alexnet 89.4 88.8
Vgg16_qcnn 91.8 92.0
Alexnet_qcnn 90.0 89.8
Proposed Method 93.5 93.4

Table 3. Comparison of QDBNN with recent 
methods on the Ham10000 dataset

Model Accuray 
(%)

F1-score 
(%)

InceptionResNetV2 [14] 86.00 --
Wide-ShuffleNet [17] 86.33 --
DenseNet-121 [26] 81.00 --
EfficientNET-B1 [18] 84.3 --
1-D multiheaded CNN [12] 89.71 89.12
Dempster-Shafer fusion [13] 92 92
Proposed Method 93.6% 93.2%

Figure 7D and 7E present the experimental 
results where classical transfer learning imple-
mentations of AlexNet and VGG16 achieved 
peak accuracies of 89.4% and 91.5%, respec-
tively. In contrast, the quantum transfer learn-
ing versions of AlexNet and VGG16 attained 
accuracies of 90% and 91.8%. Both the classi-
cal and quantum transfer learning methods for 
VGG16 and AlexNet demonstrated strong per-
formance. However, in Table 2, when compared 
with the HAM10000 dataset, the improvement 
in performance with quantum networks was 
not highly significant. Nevertheless, as shown 
in Figure 7F, QDBNN continued to show its 
advantage, reaching an accuracy of 93.5%. 
This indicates that QDBNN maintains a clear 
performance edge over other quantum and 
classical transfer learning methods. This result 
confirms that QDBNN effectively integrates fea-
tures extracted by different networks in skin 
cancer lesion classification tasks, leading to 
substantial improvements in both accuracy and 
F1 score. Therefore, QDBNN proves to be both 
a rational and effective approach.

Discussion

Table 3 demonstrates our method’s superior 
performance in skin lesion classification on the 
HAM10000 dataset. The Dempster-Shafer the-
ory [13] ensemble model achieved a maximum 
accuracy of 92%, while the 1-D multiheaded 
CNN method [12] only achieved an accuracy of 

89.71% and an F1 score of 89.12%. While these 
approaches demonstrate incremental improve-
ments in classification performance, our quan-
tum algorithm-based method for feature extrac-
tion and classification exhibited markedly supe-
rior results.

Table 4 presents comparative results on the 
Malignant vs. Benign dataset, where Huang S 
and Lei H introduced Deep-skin [25], a dermo-
scopic image classification model integrating 
attention mechanisms with ensemble learning. 
Different attention mechanisms were embed-
ded in Inception-V3 to extract potential fea-
tures, and classification performance was 
enhanced through late model fusion, achieving 
a maximum accuracy of 87.8%. Hasan MR [15] 
reported 93.18% accuracy using the VGG16 
network, while our proposed method demon-
strated superior performance with 93.5% 
accuracy.

Our findings demonstrate that QDBNN’s dual-
branch quantum-classical hybrid architecture 
achieves robust performance improvements in 
skin cancer classification. By integrating inde-
pendently trained quantum-based convolution-

Table 4. Comparison of QDBNN with recent 
methods on the Malignant vs. Benign dataset

Model Accuray 
(%)

F1-score 
(%)

Anup and Vanmathi - AWO [27] 91.9 --
Anup and Vanmathi - DL [27] 90.4 --
Anup and Vanmathi - TL [27] 89.3 --
VGG16 [15] 93.18 --
ResNet152 [28] 89.65 --
Deep-skin [16] 87.8 --
Proposed Method 93.5 93.4
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al neural networks branches (AlexNet and 
VGG16) and fusing their extracted features, the 
model captures complementary information 
about lesion morphology, color, and texture. 
The variational quantum classifier further 
refines decision boundaries, leveraging the 
expressive power of quantum layers. Notably, 
the dual-branch design addresses critical chal-
lenges in medical image analysis: it mitigates 
class imbalance in datasets like HAM10000 by 
combining feature extraction biases from dis-
tinct networks, improves generalization across 
underrepresented lesion types, and reduces 
sensitivity to quantum noise inherent in Noi- 
sy Intermediate-Scale Quantum (NISQ) devices. 
The complementary signals between branches 
offset noise-induced errors in individual path-
ways, enhancing prediction stability. Addi- 
tionally, QDBNN demonstrates adaptability ac- 
ross diverse classification scenarios, maintain-
ing consistent performance in both multi-class 
(HAM10000) and binary (malignant vs. benign) 
diagnostic tasks.

Despite these advantages, current limitations 
highlight pathways for future research. Hard- 
ware constraints of NISQ devices, including  
limited qubit counts and gate fidelity, necessi-
tate simulated training environments, though 
real-device implementation remains a critical 
goal. The dual-branch architecture’s computa-
tional complexity, while optimized compared to 
dual quantum pipelines, still requires resource-
intensive training, suggesting potential optimi-
zations through quantum network pruning or 
lightweight designs. Furthermore, while shallow 
quantum circuits were employed to avoid gradi-
ent vanishing issues, deeper quantum architec-
tures could unlock additional performance 
gains if coupled with improved noise control in 
quantum hardware.

These results underscore the potential of quan-
tum-enhanced transfer learning and multi-
branch feature fusion in medical imaging. The 
framework’s extensibility to other oncology 
domains (e.g., breast or lung cancer) and com-
patibility with advanced techniques like active 
learning or augmented data pipelines position 
QDBNN as a promising foundation for clinically 
robust diagnostic systems. Future progress will 
depend on co-designing algorithmic innova-
tions with emerging quantum hardware capa-
bilities to bridge the gap between theoretical 
advantages and practical deployment. 
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