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Abstract: The rapid growth in the availability and incorporation of digital technologies in almost every aspect of our 
lives creates extraordinary opportunities but brings with it unique challenges. This is especially true for the trans-
lational researcher, whose work has been markedly enhanced through the capabilities of big data aggregation and 
analytics, wireless sensors, online study enrollment, mobile engagement, and much more. At the same time each of 
these tools brings distinctive security and privacy issues that most translational researchers are inadequately pre-
pared to deal with despite accepting overall responsibility for them. For the researcher, the solution for addressing 
these challenges is both simple and complex. Cyber-situational awareness is no longer a luxury-it is fundamental in 
combating both the elite and highly organized adversaries on the Internet as well as taking proactive steps to avoid 
a careless turn down the wrong digital dark alley. The researcher, now responsible for elements that may/may not 
be beyond his or her direct control, needs an additional level of cyber literacy to understand the responsibilities im-
posed on them as data owner. Responsibility lies with knowing what you can do about the things you can control and 
those you can’t. The objective of this paper is to describe the data privacy and security concerns that translational 
researchers need to be aware of, and discuss the tools and techniques available to them to help minimize that risk. 
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Introduction

Researchers, practitioners and consumers ali- 
ke are increasingly embracing mobile technol-
ogy, cloud computing, broadband access, and 
wearable devices-effectively removing the tra-
ditional perimeter defenses around sensitive 
data. As a result, security measures to protect 
this information must be initiated at the source 
and maintained until the information reaches 
its intended endpoint-whether it be sensors, 
apps, research databases, websites, electronic 
health records (EHR), a patient, or a general 
population. Health care providers and research-
ers are now working with a digital ecosystem of 
tools, enabled by the Internet, loosely coupled 
and easy to deploy, that provides powerful ca- 
pabilities for care delivery and analysis, but 
along with this comes formidable challenges in 
protecting the privacy and security of individu-
als and their information. The objective of this 

paper is to describe the data privacy and secu-
rity concerns that translational researchers 
need to be aware of, and discuss the tools and 
techniques available to them to help minimize 
that risk. 

Evolution of digital health

Over the past 40 years, monolithic information 
technology (IT) systems as well as brick and 
mortar perimeter defenses of potentially sensi-
tive health data have given way to loosely cou-
pled ecosystems. Although there were multiple 
earlier efforts, adoption of Veterans Health In- 
formation Systems and Technology Architecture 
(VisTA) in 1980 is often recognized as the start 
of what is now referred to as digital medicine 
with the embracing of that first generation EHR. 
Another milestone occurred in 2000 with the 
successful implementation of the Computerized 
Patient Record System (CPRS), a graphical user 
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Figure 1. Evolution of clinical technology.
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interface to VisTA that allowed providers to 
review and edit a patient’s EHR, marking the 
true start of medical informatics as a field. The 
introduction of the first iPhone in 2007, with its 
potential for ubiquitous mobile computing and 
connectivity, marked the beginning of an eco-
system allowing for real world tracking and col-
lection of clinical and research quality personal 
health information through mobile devices.

Today, the convergence and mutual reinforce-
ment of social, mobile, analytics, and cloud 
(SMAC) reflect a world where consumers are 
technology-immersed; the Internet of Things 
(IoT) is extending digital monitoring possibilities 
as “things” (e.g. cars, homes, work environ-
ments, wearables, etc.) become smarter, ubiq-
uitous and autonomous [1]. This trend towards 
an ecosystem of loosely connected devices 
means that security safeguards must become 
data-centric-embedded with the data itself and 
not necessarily dependent on the infrastruc-
ture in which it is found (Figure 1).

The quantity of available data specific to an 
individual has also exploded. Health care data, 
coupled with an individual’s financial profile, 
social behavior patterns, and, in a growing num- 
ber of cases, genomic information, is becoming 
ever more valuable-whether to legitimate com-
mercial entities interested in targeted market-
ing, individuals seeking to illicitly obtain servic-
es at the expense of another, or to criminals 
profiting from selling this packaged identity or 
using it to commit fraud worth millions. All this 
information can potentially be readily accessed 
globally through the Internet from all types of 
devices, from traditional desktops and smart 
phones to wearables.

Technology is moving rapidly, but the risks are 
moving just as fast. The ability to assure confi-
dentiality, integrity, access and non-repudiation 
(identity authenticity) of information offers uni- 
que opportunities and risks. As the perimeter 
defenses have dropped away, cyber threats 
have become more sophisticated, persistent, 
and impactful. But at the same time, it is impor-
tant to recognize is that attacks are not neces-
sarily more complex, but it is the shear number 
of low level, easier to see, targeting users that 
increase vulnerability. Traditional security mea-
sures, like strong complex passwords (when 
used), are simply becoming insufficient for the 
modern connected environment. 

Why the concern?

As of 2015, hacking has become the leading 
cause of breaches reported by CMS [2]. Mo- 
tivation for attack can range from financial gain: 
intent to commit fraud, profiting from selling 
packaged identities; unauthorized hospital cl- 
erk (insider) idly viewing the health record of a 
movie star; to just the challenge of defeating a 
security system. Risks stem from several sourc-
es: opportunity, increased motivation, and a 
lack of understanding by the health care com-
munity in the use of technology.

Opportunity

The cybersecurity community has a mantra-
“It’s not if you will be attacked but when.” 
Others in the hacking community feel even this 
is too soft and instead assert that every IP 
address on the internet has already been 
attacked from the moment it had any connec-
tivity to a public IP address. Research has 
brought to light the proliferation of attacks that 
happen on any routable public IP address [3].

Today’s game-changing technologies-utilization 
of social media, mobile devices, the Internet of 
Things, and cloud-computing-present an incre- 
asing number of access points. Security st- 
rength varies widely. Available data sources 
about an individual can easily be stitched 
together to exploit high value items like finan-
cial assets and medical identity. Technology 
gets more complex and more complex attacks 
emerge from the simple viruses of yesterday, to 
multifaceted malware that expose applications, 
systems and networks on multiple levels for 
information gain or destructive attacks. Th- 
ough, not to be forgotten, is that many attacks 
still successfully use simplistic 1980s-style 
methods like default passwords to achieve 
their malicious intent.

Many legacy healthcare and research organiza-
tions have not yet fully adapted to this acceler-
ated rate of change, whereas a number of for-
ward-thinking organizations are beginning to 
embrace the use of lightweight configurable 
systems that displace or augment legacy IT. 
Adoption of digital technologies has outpaced 
the implementation of appropriate safeguards 
for privacy and security, as well as the ability to 
anticipate and respond to potential threats. 
The explosive growth of connected devices that 
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contain medical information and their integra-
tion into backend systems that contain addi-
tional critical data has also opened the door  
to new compromises. Not unexpectedly, health 
care in 2014 had the largest increase in the 
number of potential attack surfaces of any 
industry [4].

Motivation for attack does not have to involve 
nefarious intent, cyber warfare, financial gain, 
or even retaliation against a specific individual. 
In 2012, Michael Honan, a correspondent for 
Wired, suffered a major attack against his on-
line identity, compromising almost all and des- 
troying most of his digital assets. Motivation? 
The hacker wanted Mike’s twitter handle [5]. 

However, the strongest motivator of the mount-
ing attacks on healthcare is the financial value 
of information. Healthcare has the highest per 
capita cost for a stolen record ($363) of any 
industry [6]. According to the 2015 Ponemon 
report on security of healthcare data [7], the 

average cost of a data breach for healthcare 
organization is estimated at more than $2.1 
million and criminal attacks are the number 
one cause of data breaches in health care, up 
125 percent compared to five years ago. 
Medical identity theft is on the rise, with an 
increase of 21.7% from 2013 to 2014 [8]. The 
value per set of stolen credentials can vary 
from $50 to well over a thousand US dollars, 
depending on how complete the set is. Stolen 
medical identities can be used for anything 
from a victim’s relative attempting to gain cov-
erage, to massive deception and fraud perpe-
trated by organized crime. 

Fraud is a complex problem that has cost the 
United States government $6 billion for Me- 
dicare alone in the last two years [9]. Pre- 
scription drug programs are an especially hot 
target. Recently, a number of Miami pharmacy 
owners were charged with paying Medicare 
beneficiaries for their personal identification 
numbers, which they used to file fraudulent 

Figure 2. The connected world of translational research in medicine.
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claims for drugs that were never dispensed. 
These individuals worked with a clinic owner, 
who forged and altered prescriptions and sold 
them to the pharmacies. The defendants fraud-
ulently billed Medicare $21.2 million [10].

Understanding

Our personal lives are built around a certain 
level of physical distrust-we lock our homes, we 
hide our wallets and purses, we avoid dark 
alleys. Yet, for the most part, we trust the 
Internet with less concern for safety, revealing 
personal information to the Web that we other-
wise would not share, reassured by the notion 
that simple password protection is adequate to 
protect our sensitive information. 

The increased use of applications that rely on 
cloud computing, when coupled with the rise in 
mobile and the use of personal devices for 
work, allows sensitive data to flow outside the 
traditional enterprise firewalls. In fact, compa-
nies wanting to benefit from the cloud’s flexi- 
bility and the productivity of “bring your own 
device” or “BYOD” have created new systems 
and procedures that allow their employees to 
reach corporate data remotely, giving hackers 
greater attack surfaces with which to work. 
Attackers commonly leverage social media to 
create targeted, convincing user mode attacks 
like spear phishing to steal employee creden-
tials and use them to access company data. 

Since employees often have more access to 
sensitive data than they actually need, compa-
nies end up placing their data at risk unneces-
sarily. This means that hackers can now also 
use the same pathways that company employ-
ees use to access sensitive company data. All 
they need is employee credentials.

Thankfully, many of the risks to security stem 
from known vulnerabilities, and improving in- 
dividual awareness that those vulnerabilities 
exist can minimize the risks to security. The 
problem is, many individuals tend to embrace 
myths and misconceptions that enable atta- 
ck. Working through some of these myths can 
enhance privacy and security and minimize the 
risk of attack.

The connected world of translational research

Today’s clinical and research environments are 
evolving towards a reference architecture like 
that shown in Figure 2. Data at varying levels  
of structure and complexity are collected and 
held across various platforms-from on-premis-
es systems to data lakes in the cloud-and are 
accessible from anywhere, at any time through 
a variety of communication channels (email, 
SMS) and transmission protocols (Bluetooth, 
Wi-Fi, broadband). 

An individual is commonly found at one end of a 
communication channel: a consumer looking at 

Table 1. Inherent risks in the connected world of translational sciences research 
Layer Uses Risks/Vectors
Personal node 
(Individual)

Users: Participants and patients
Uses: Recruitment, communications, data collection
Devices: wearables, smartphones, tablets, apps on 
mobile devices owned by individual

Risk: Compromise of sensitive data, theft of identification, unauthor-
ized access to study results or patient information
Vectors: Loss of device, social engineering to gain control of device, 
malware installed that results in loss of control by device owner

Personal node 
(Entities to include 
healthcare organi-
zations, research 
institutions)

Users: Researchers and Clinicians
Uses: Research and analysis, collaboration point 
between researcher and clinical provider
Devices: Desktops, laptops, tablets, mobile devices 
owned by organization

Risk: Compromise of sensitive data, theft of identification, unauthor-
ized access to study results or patient information, though potentially 
lower than devices managed by organization
Vectors: Loss of device, social engineering to gain control of device, 
malware installed that results in loss of control by device owner

Transmission and 
communication 
protocols

Uses: Transmit data between endpoints (partici-
pants, researches, clinicians, administrators, service 
endpoints)
Protocols: Bluetooth, Wi-Fi, Broadband

Risks: Interception of sensitive data in transit, undetected changes in 
data due to transmission, denial of service
Vectors: Insecure transmission, lack of, or compromised encryption

Services node 
(including data 
management 
services and 
platforms)

Uses: Web-based applications for email, messaging, 
file storage
Line of business applications to include electronic 
health records (EHR), personal health record (PHR), 
web portal, research databases, analytics tools, sur-
vey management. App store for mobile applications
System/Interfaces: On premises systems in enter-
prise data center, cloud provider

Risk: Compromise of sensitive data, theft of identification, compro-
mise or theft or intellectual property (such as metadata, research pro-
tocols and preliminary results), unauthorized access to study results 
or patient information, falsification of results, data loss/destruction
Vectors: Insider threat (negligent or intentional), lack of proper cloud 
security, lack of proper IT security, insecure access for reporting 
study results (i.e., protection against bots), lack of timely audit or 
awareness 
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her wearable data on a smartphone; a research-
er reviewing remotely-collected patient data on 
his tablet, or a clinician using his/her desktop 
to review a patient’s health record. The smart-
phone, the tablet, and the desktop (accounting 
for both hardware and software on the device) 
are all considered personal computational 
nodes, whether managed solely by the individu-
al (such as the case with a personal smart-
phone), an enterprise (such as the clinician’s 
desktop), or both (as might be the case where 
the researcher owns the tablet but enters into 
an agreement with their organization for busi-
ness use).

At the other end of a communications channel, 
the ‘service’ node represents access to specific 
computational technology, such as file storage, 
data management platforms, analytics tools, or 
other web-based applications. These service 
nodes can be hosted “on premises” (an organi-
zation’s data center), in the cloud, or as a seam-
less hybrid of the two. Regardless, traditional 
security safeguards-the physical boundaries of 
the data center, perimeter firewalls, user names 
and passwords-are no longer effective as tech-
nology pushes the need for security closer to 
the actual data.

This connected world offers many advantages 
in terms of flexibility, elasticity, outreach, and 
cost but-as will be discussed-the cyber land-
scape is fraught with potential risks. Table 1 
helps begin the journey by summarizing each 
layer, its use(s) in translational medicine, and 
the attack surfaces, defined by the potential 
risks and attack vectors to be discussed.

The personal node and potential security is-
sues

The personal node interfaces directly with an 
individual-whether the researcher, a member of 
the research team, a collaborator, or a partici-
pants-and can span mobile devices, fixed as-
sets (desktops) as well as the services and the 
applications or “apps” on each. As the potential 
security issues in most desktop environments 
are relatively well known, we will largely turn  
our attention in this section to the mobile 
ecosystem.

Security in mobile devices and applications

Mobile devices that fall outside enterprise 
management potentially constitute the weak-

est link in a security infrastructure: not only is 
the node outside of the system administrators 
direct control, it is also being managed and 
operated by a human being within their environ-
ment and is subject to the individual’s own 
understandings and possible misconceptions.

Mobile devices are easily lost or stolen. When 
this happens to a device used for work activi-
ties, enterprise data or credentials are put at 
risk, along with personal information, especial-
ly since most of these devices are not ade-
quately protected. Of the 4.5 million smart-
phones that were lost or stolen in 2013, only 
36% were protected with a PIN, only 29% had 
their data backed up, only 7% protected data 
with a strong password or some other stronger 
security protection and only 8% featured soft-
ware that enabled the owner or an administra-
tor to remotely wipe the contents of the device 
[11]. 

Second, an individual may be completely 
unaware of what they ‘authorized’ when they 
install an app on a device, for example: what 
processes in the device are being accessed, 
whether private information is being sent to a 
third party (potentially in violation of any licens-
ing or privacy agreements if one even exists), 
and whether proper security measures are  
in force. A 2013 analysis of mobile medical, 
health, and fitness apps revealed disturbing 
findings: privacy policies were completely lack-
ing for 40% of paid apps; 40% of the apps col-
lect high risk data (including financial informa-
tion, full name, health information, geo-loca-
tion, date of birth and zip code); roughly only 
50% of apps encrypted personally identifiable 
information (PII) being sent over the Internet; 
83% of both free mobile health and fitness 
apps store data locally on the device without 
encryption [12]. A similar study by the Federal 
Trade Commission of twelve mobile health and 
fitness apps revealed that user data was  
disseminated to 76 third parties; the informa-
tion included usernames, proper names, email 
addresses, data on exercise and diet habits, 
medical symptom searches, zip codes, geo-
location and gender [13]. 

Finally, mobile devices have inherent vulnera-
bilities-the operating system (e.g., iOS, Android), 
utilities provided by the carrier, and legitimate 
third party apps-that can account for data loss 
and leakage. There were 37,246 health, fitness 
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and medical related apps on the iTunes or 
Android market as of 2013 [14, 15] with signifi-
cant projected growth rate over the next five 
years. Estimates are that 90% of Android sen- 
sitive medical/healthcare apps have been 
hacked, 22% of these were FDA approved [16].

Attackers are posed to leverage these vulnera-
bilities. Although the Verizon 2015 DBIR report 
downplays the impact of mobile malware [17], 
the continued growth in the number of health-
related mobile apps and their corresponding 
potential vulnerabilities should not be discount-
ed. A widespread vulnerability in the Android 
OS, “Android Installer Hijacking,” was publically 
disclosed March 2015 and is estimated to 
impact almost 50% of all current Android users. 
The exploit, currently only affecting applica-
tions downloaded from third-party app stores, 
allows an attacker to modify or replace a nor-
mally benign Android app with malware, all 
without the knowledge of the user, allowing the 
malicious application to gain full access to a 
device, including usernames, passwords, and 
sensitive data [18]. 

As with other advanced computing equipment, 
user awareness is key to safeguarding the 
mobile device, both electronically to protect the 
identity and data it carries and physically to 
secure the device if lost or stolen. Also, being 
aware of common signs of infection including 
abnormal issues with performance, dropped 
calls and disruptions, abnormal usage patterns 

such as a devices sending SMS (text) messag-
es to premium-rated numbers or unexplained 
data plan spikes; unknown apps appearing  
as installed. Table 2 provides guidelines that 
researchers should follow in using mobile 
devices as well as advice to be provided to 
study participants in order to protect the per-
sonal information collected in a study. 

Security for a research application

Privacy, data security, and informed consent 
are integrally bound together in the research 
environment, both from the standpoints of pro-
tection and compliance. The growing use of 
mobile devices for recruitment of and commu-
nication with study participants, as well as su- 
bsequent collection of patient-reported data 
brings new emphasis on these elements. A 
researcher’s IRB or Ethics Committee estab-
lishes the requirements that must be met, but 
provides little guidance as to actually accom-
plish them. A software framework, such as 
Apple’s ResearchKit, can aid in building a 
mobile research app, but still does not address 
data management, privacy and security con-
trols. The researcher is still responsible for 
implementing protections for data transmis-
sion, storage, and use after collection.

Security is essential to privacy. For any app uti-
lized in a study, the researcher needs to under-
stand what sensitive data will be stored on the 
mobile device, how and where that sensitive 

Table 2. Guidelines to Protect Personal Mobile Devices
● Be vigilant when granting mobile app permissions, especially those that might access sensitive mobile data, GPS location, or the devices 
camera and microphone. Consider the permissions that an app requests before installation and evaluate whether the exposure is worth the 
convenience.

● Enable built-in locking features-PINS, passwords, or the processes for two-factor authentication that Google and Apple are now utilizing that 
further verifies a user’s identity by sending a unique, one-time PIN code to their phone before allowing the individual to fully login with their name 
and password.

● Protect the device with security software, similar in nature to that used on a desktop or laptop such as personal firewalls, spam filters, anti-
virus and anti-spyware tools, but designed for the mobile environment, to keep the device free from malware, spyware, and the threat of infec-
tion. An Internet search for “top mobile security software” plus the year reveals the depth of the market. Seek advice in selecting and installing a 
security product.

● Know how to use device location services and remote wipe-whether provided by the carrier, the organization, or a third party (LoJack). Verify 
where the service can be reliably executed from most user locations. Apple owners are encouraged to turn on “Find My iPhone,” Google Android 
users should take advantage of the Factory Reset Protection feature.

● Backup important information on the device to a secure location, such as a personal or work computer or on-line service.

● Encrypt data, especially PII, stored on the mobile device. For Android, select a trusted encryption application. Consider encrypting the entire 
device if it’s running Android Version 4.0 or greater with the built-in “encrypt your phone” functionality. iOS devices running iOS 4.0 or higher with 
a passcode set will automatically encrypt all the data, although this method can be circumvented.

● Be aware how the device may be communicating. Turn off Bluetooth if not needed. Avoid using open Wi-Fi. Make sure that the device isn’t set 
to automatically connect.

● Download mobile apps only from trusted sources and keep credentials to app stores like iTunes or Google PlayStore confidential and secure.
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data will be transmitted from the device, and 
what procedures or actions reduce the risk of 
compromise. A researcher should confirm th- 
rough the assurance of their IT team that:

● Both the app and related data can be com-
pletely wiped from a device when the partici-
pant leaves the study and assurance can be 
provided to the participant.

● All secondary agreements (e.g., commercial 
app, app components like run-time libraries, 
standard services provided by the carrier) that 
collect and send data to third parties have 
been identified and evaluated for risk.

● Credentials are used to control access to the 
app and its data. At a minimum, this should be 
a PIN or biometric ID, with two-factor authenti-
cation strongly recommended.

● The highest level of file/data protection pos-
sible is enabled. For example, files/data stored 
by the app are automatically encrypted when-
ever the device is locked.

● All sensitive data on the device collected by 
the app is deleted as soon as possible (i.e., in 
accordance with the study’s published reten-
tion policy.)

● The latest version of SSL/TLS is being used 
for all (no exceptions) communications between 
the app and other systems, including user 
authentication and the transfer of sensitive 
information. An additional policy may be to 
encrypt sensitive data before transmission, 
even using SSL/TLS.

Security considerations need to integrate with 
participant access and use of the app, activi-
ties that integrate with privacy and informed 
consent requirements. A researcher should be 
involved in the development of policies and pro-
cedures for participant access or download of a 
research app. Their input is important in deter-
mining where the participant will acquire the 
app; whether through a recognized app store 
(e.g., Apple or Google), another third party site, 
or directly from the study site. In addition, in 
development of an explicit privacy policy for 
every app that collects personal data (Note: 
This is required for ResearchKit apps posted to 
Apple’s iOS App Store), and to make sure that 
all related study policies are easily accessible 

and understandable before the participant 
downloads the app. Also, it is their responsibili-
ty to make available a non-technical explana-
tion, such as a FAQ on the study website, as to 
which permissions in a participant’s mobile 
device the app requires access, including what 
the participant can decline and still have the 
app work effectively. Finally, the researcher 
must assure that they are able to obtain a clear 
opt-in from a participant before accessing loca-
tion data in the mobile device. Precise geo-
location information is increasingly considered 
sensitive information Research from Nanjing 
University demonstrated how accelerometer-
based movements can be easily traced and 
users identified as a result [19]. Similarly, par-
ticipants should be notified that geo-tagging 
may occur if the app takes photos and/or vid-
eos as the device may embed metadata that 
can reveal location coordinates where the 
photo or video was taken.

A final consideration in the design of a research 
app is the use of electronic signature. If a study 
requires written informed consent, the use of 
electronic, including digital, signatures is per-
mitted. The FDA under 21 CFR Part 11 does not 
have a preference for electronic or digital signa-
tures, both being valid if regulatory require-
ments and expectations are satisfied. Resear- 
chers should be aware that the two types are 
not interchangeable.

● An electronic signature is the legally binding 
equivalent of an individual’s handwritten signa-
ture; it can be as basic as a typed name, a cre-
dential such as a password, or a digitized image 
of the handwritten signature. Its use is prob-
lematic in maintaining integrity and security as 
nothing binds the signature to the actual record.

● A digital signature is technology that uses 
cryptographic methods and critical metadata 
pertaining to an electronic signature to create 
an electronic “fingerprint” that ensures signer 
authenticity, provides accountability, secures 
sensitive data, and guards against tampering.

Research Kit, as a representative framework, 
does not include digital signature support; the 
study design must address how electronic sig-
nature should be implemented. A researcher 
should be aware, however, that integrating el- 
ectronic and digital signatures authenticates 
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the individual signing the informed consent, 
ensures the source file, which preserves this 
record, is secure and verifiable, and potentially 
could also be used as a method to secure par-
ticipant data on their mobile device.

Security in email and messaging services 

Email and instant messaging protocols were 
not originally designed with privacy or security 
in mind. Convenience is the major driver. For 
the majority of messaging platforms, almost all 
information is sent in clear text and the valida-
tion of the sender and recipient is not manda-
tory. Given the myriad ways individuals send, 
receive, store, and use messaging services, try-
ing to fully secure messaging with a technical 
solution alone is virtually impossible.

Despite these shortcomings, email remains  
the most ubiquitous method of communication 
on the Internet today. In 2015, the number of 
emails sent and received per day total over 205 
billion, with an average number of business 
emails sent and received per user per day total-
ing over 120 [20]. Health care accounts for part 
of this traffic. An estimated 50% of family ph- 
ysicians and 67% of other specialists e-mail 
their colleagues for clinical purposes [21]. 
About 15% of physicians communicate with 
their patients using email. And its use, along 
with instant messaging and social networking, 
continues to grow as all modalities are inextri-
cably woven into modern lifestyles, both per-
sonal and professional.

The key drivers behind secure electronic mes-
saging include: confidentiality (the message is 
private, cannot be read by other than the in- 
tended recipient), integrity (the message hasn’t 
been tampered with in transmission), and au- 
thenticity (the message comes from the person 
who sent it). Security shortcomings can be bal-
anced by safe practices that can be implement-
ed by both individuals and organizations such 
as:

● Verify the identity of a recipient before send-
ing an electronic message, especially one that 
may contain sensitive information.

● Encrypt the message payload and any attach-
ments, realizing that parts of the message may 
not be encrypted. For example, the subject line 
on most emails are still sent clear text. Better 

yet, develop preset templates for communica-
tion with study participants.

● Send the password to decrypt the message 
payload/attachments in a separate email.

● Scan all inbound and outbound messages for 
malware, including deep inspection of attach-
ments. Considering disabling attachments un- 
less absolutely needed.

● Log all email and/or text traffic in accordan- 
ce with regulations and retain for an appro- 
priate length of time (i.e., six years if HIPAA- 
regulated).

A researcher can also work with their IT team to 
implement capabilities specific to a given study, 
such as establishing study-specific email or 
instant messaging accounts for participants. 
Another method is to notify a participant via  
the email or instant messaging account they 
enrolled into the study and that a message is 
waiting for them on the study’s secure portal 
site. The participant would then login the site 
with a secure key or credentials to obtain infor-
mation. Consider implementing Sender Policy 
Framework (SPF), a simple email-validation sys-
tem designed to detect email spoofing, in the 
study email used by researchers and staff

Another, potentially greater concern around 
messaging is around the use of social engi-
neering to compromise an individual. ‘Phishing’, 
a word play on ‘fishing’, uses communication 
methods, like email and instant messages, to 
trick individuals into divulging sensitive infor-
mation directly or directing them to a malicious 
Web site where malware will be downloaded to 
their device, resulting in further compromise of 
other devices, applications, or systems to which 
now infected device connects.

There are many notable incidents that involve 
phishing, healthcare organization among them. 
St. Vincent Medical Group, Inc. said in a state-
ment on its website that approximately 760 
patients potentially had their PHI exposed after 
an employee’s username and password was 
compromised because of an email phishing 
scam [22]. The Texas-based Seton Healthcare 
Family, part of Ascension health system, deter-
mined that a December 2014 phishing attack 
exposed sensitive data (including demograph-
ics, medical record numbers, Social Security 
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numbers, clinical data and insurance informa-
tion) for 39,000 patients [23].

Malicious emails (phishing) are used in 95%  
of successful data breaches (Mandiant) and 
accounts for approximately 80% of malware 
entering organizations. It has been reported 
that 23% of users will open a phishing email 
[17]. Keeping safe and secure as possible 
depends on understanding and awareness. 
Table 3 offers advice to avoid falling for a phish-
ing attack.

Security in internet communications

Two standard protocols-Secure Socket Layer 
(SSL) and Transport Layer Security (TLS)-are 
used to secure most Internet communications 
including email (IMAP, POP3), database, and 
secure websites connections (HTTPS). In ea- 
ch case, TLS/SSL is combined with the addi-
tional protocol to provide secure authentica- 
tion and session confidentiality. The connec-

tion between a client (the Web browser on the 
smartphone, tablet, or desktop) and a server 
(the destination website) is being secured by a 
“behind the scenes” handshake that depends 
on a digital certificate; a document signed by a 
trusted authority that the owner of the website 
is trustworthy. 

Compromised certificates can undermine the 
security of Internet communications based on 
SSL session. A “man in the middle” (MITM) 
attack, allows an encrypted session to be easi-
ly eavesdropped upon by a third party as shown 
in Figure 3. A fake certificate that impersonat- 
es the legitimate certificate from the trusted 
source in every way except not being signed by 
the trusted authority is sent to the end user’s 
device. This allows the attacker to send the 
online traffic to an intermediate site, decrypt it, 
manipulate it, and then re-encrypt and forward 
it to the study site, leaving the end user and the 
researcher unaware that the attacker may have 

Table 3. How not to fall for a phishing attack
● Check the email addresses. The email may appear to come from a legitimate organization but the “FROM” address is a personal email such as 
@gmail.com or @hotmail.com, it is likely an attack. 

● Be suspicious of email messages that: come from unfamiliar senders; make unsolicited offers, address topics unrelated to your personal inter-
ests or ask to confirm private information over the Internet through a link in the email; aren’t personalized; that ask you to call a phone number 
to update your account information; have obvious grammar or spelling mistakes if from a major business. 

● Do not click on links, download files or open attachments in emails from unknown senders. It is best to open attachments only when you are 
expecting them and know what they contain, even if you know the sender.

● Know how to check the true destination of a link that appears in an email. This shows where you would actually go if you clicked on the link. If 
this is different than what is shown in the email, chances are this is an indication of an attack.

● Beware of links in emails that ask for personal information, even if the email appears to come from an enterprise you do business with. Phish-
ing web sites often copy the entire look of a legitimate web site, making it appear authentic.

Figure 3. SSL connection, secure and insecure.



Digital health security for the researcher

1570 Am J Transl Res 2016;8(3):1560-1580

captured authentication credentials or violated 
integrity of transmitted data [24].

In the case of HTTP, the padlock icon visible 
when connecting to a secure website server 
reassures the user that the connection between 
their device and the website is trusted, encrypt-
ed and secure. If the user’s browser issues a 
warning, however, this can mean there is an 
error with the web site’s certificate, such as the 
name to which the certificate is registered does 
not match the site name or the certificate has 
expired. Any uncertainty as to the validity of the 
certificate or security of that site should be a 
red flag to the user not to submit sensitive infor-
mation and to confirm the validity of certificate 
and web site involved.

The researcher needs to ensure that certifi-
cates used on any study Web sites or other 
user-facing interfaces are valid and that they 
remain so. SSL/TLS certificates have become 
an attractive target for the underground econo-
my that seeks to monetize data stolen from 
compromised hosts. In fact, the resale of sto-
len but valid digital certificates may be the next 
global black market as they can undermine 
trust in a variety of ways, from access to busi-
ness websites to passing off malware as legiti-
mate executables and scripts through code 
signing [25].

Transmission protocols and potential security 
issues

Transmission mediums and protocols-Blue-
tooth, WiFi, and broadband (cellular) services 
can be thought of as the binding glue connect-
ing personal with service nodes, whether the 
latter is located in the cloud or the enterprise 
data center. Insecurities can compromise sen-
sitive data. “Proximity-based hacking” is a new 

form of attack that compromises the NFC (Near 
Field Communications) chip now being embed-
ded in most smartphones available in 2015. 
This chip is used for contactless payment (in 
lieu of a credit card) or data collection (from 
another NFC-enabled device). The technology 
will not be discussed in this paper. 

Security in Bluetooth: Released in 1998, Blue- 
tooth is a short-range (1 to 100 meters), low-
power wireless communication technology, 
commonly integrated into modern devices for 
interface with wireless printers, headsets, and 
automobiles as well as transfer information 
between two local devices. Updates to this pro-
tocol have been designed to consume less 
energy, spurring innovation in the mHealth mar-
ket with the ability to link apps with various sen-
sors, both embedded in and external to most 
mobile devices including wearables to capture 
rich datasets-video recordings, accelerometer 
data, and physical characteristics-that attract 
researchers and clinicians alike.

Bluetooth is vulnerable to unauthorized direct 
data access, and eavesdropping on conversa-
tions or video. (See Table 4 for related security 
tactics). It has also been used to spread mal-
ware, but the short range over which Bluetooth 
operates has tended to hinder the effective-
ness of this method [26]. However, the short 
range of Bluetooth can be extended to several 
kilometers by attaching a high-gain antenna to 
a standard Bluetooth radio, so attacks can be 
carried out at a much greater distance. In 2007, 
a researcher demonstrated how to eavesdrop 
on conversations in his neighborhood Starbu- 
cks, underscoring how easy this protocol is to 
compromise [27]. 

Security in WiFi networks: Public WiFi hotspo- 
ts-cafes, restaurants, hotels, libraries, public 

Table 4. Bluetooth security tactics for researchers
● Disable Bluetooth when not in use. Consider disabling Bluetooth devices in closed environments such as aboard a commercial aircraft. 

● Disable unused services, like enable the wireless headset but disable file transfer.

● Place Bluetooth device in non-discoverable mode when not pairing with another device.

● Never accept files or messages over Bluetooth from untrusted devices, use a second factor of verification before accepting a connection.

● Never accept pairing from untrusted or unknown devices. Pairing is permanent until deleted and pairing with an unknown device can provide ac-
cess to all the services enabled on the mobile device.

● Change PINs semi-frequently by un-pairing the devices, changing the PIN, and re-pairing.

● Use a secondary form of authentication for access to apps, such as a username and password or PIN.

● Be careful about Bluetooth pairings when on the go. Pairing a smartphone to a rental car may leave data behind after the connection is termi-
nated.
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places-are all potential open invitations for 
electronic eavesdropping. The danger of open 
WiFi connectivity was exemplified by a recent 
experiment where Finn Steglich, a German 
company, set up a rogue hotspot on the streets 
of London. Within just 30 minutes, 250 devices 
had connected to this rogue hotspot, demon-
strating the following common concerns around 
public WiFi [28]:

● Splash pages for WiFi networks that offer 
Terms and Conditions, a password or other 
login method, do not make a network safe, 
especially as people don’t read the fine print of 
the T&Cs and the login method is intended just 
to gain access to the network, not to really 
authenticate or protect the user. Here, people 
accepted a Term and Conditions page that 
required they give up their first born child or 
favorite pet in order to be able to use the 
hotspot!

● Many connections were made automatically 
without the owner of the devices even kno- 
wing.

● Connecting to open “hotspots” makes a 
user’s device visible to other devices on the 
network. Emails, passwords, and unencrypted 
instant messages can be easily viewed, unse-
cured logins to popular websites hijacked. 
Basically, if a device is visible, it is hackable as 
the 32 MB of personal data collected during 
this experiment demonstrated.

In general, most open WiFi hotspots should be 
considered insecure, even the one at the local 
Starbucks or aboard a commercial airliner. 
Table 5 provides guidelines around the secure 
use of WiFi hotspots.

Service nodes and potential security issues

Researchers are not normally concerned with 
the technical management of the IT infrastruc-
ture but they are responsible for data manage-
ment and protection, regardless of where data 
services are hosted-on premises, in their orga-
nization’s data center, or in the cloud. As a 
result, the researcher should better under-
stand how the technical aspects of these sys-
tems and applications could impact privacy and 
security of their data.

Information- or data-centric security is an 
approach to information security paradigm that 
emphasizes the security of the information or 
data itself rather than the security of networks, 
applications [29]. Meta data needs consider-
ation, as the connections between various data 
sources can be as or more sensitive than the 
data upon which such information is based. In 
helping define a data-centric security focus, the 
researcher should focus on four key elements, 
coordinating with their IT team as needed:

● Understand the characteristics of the data, 
both that collected for the research and that 
created by the research, to anticipate any unex-
pected variations in integrity or quality that 
might flag a possible privacy or security con- 
cern. 

● Know where that data resides or might reside, 
whether on the mobile device of a participant, 
residing in the cloud, or being extracted from a 
covered entity’s EHR, together with the related 
regulatory requirements around compliance or 
privacy might be for each source.

● Assess potential risks to the information 
based on the first two steps and determine 

Table 5. Tactics for secure use of Wi-Fi hotspots
● Make sure all mobile devices have antivirus, anti-malware and a personal firewall all installed and updated.

Install a privacy screen to avoid “shoulder surfing” where an attacker might “look over your shoulder” to gather info or passwords as you type

● Make sure that the connection and session is encrypted. At a minimum, ensure that https is present in a web address before accessing a 
secure site (i.e., webmail, social media, or any site that requires a login). Make sure that this connection stays encrypted for the entire online 
session. Some websites encrypt the log-in and then return the user to an unsecured, vulnerable session.

● Do not use unsecure, unencrypted methods to transfer data, like FTP to upload data.

● Don’t let the mobile device automatically connect to an open WiFi source. Many devices can be set to notify you when an open network is avail-
able and have you determine whether to connect. Don’t connect to an “open” network, even the one at Starbucks, if you are working on a project 
and have no other means of encrypting the connection (like VPN).

● Use a virtual private network (VPN) to protect your data. A VPN adds a layer of encryption and security that is valuable when using any unknown 
or open connection. 

● Limit exposure when using a hotspot by using a personal or a business-issued mobile hot spot configured securely. Many smartphones and 
tablets have hotspot capability built-in.
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appropriate controls. An essential part of this 
effort is to identify each authorized user, estab-
lish what permissions they have, and document 
as part of the overall study design so that user 
authorization can be referred to each time a 
request for access to data or a corresponding 
service is made. For example, a patient may 
have access to their personal information, but 
not necessarily to the medical data being col-
lected. A researcher will have access to all proj-
ect data but not necessarily to individually iden-
tifiable personal information on a participant. 
Administrators will probably have very different 
access requirements.

● Select and apply the most appropriate secu-
rity practices and controls, both administrative 
(policies and procedures) and technical (auto-
mation) that manage access to the data and 
are integrated with normal workflows around 
that data. Methods to protect the data and 
information, including encryption, masking, 
and tokenization, need to be evaluated and a 
determination of where and when to apply them 
must be made. While no method is perfect, a 
well-thought out implementation can limit expo-
sure to both the researcher and their institute  
if a security breach occurs. The researcher 
should work with their IT team to explore emerg-
ing techniques in data science, machine learn-
ing, and behavioral analysis to detect malicious 
behavior that might adversely affect the data 
being held in a loosely coupled environment.

Security in authentication: pitfalls of pass-
words

Usernames and passwords are still the most 
widely used method of secure authentication 
because they are inexpensive and convenient 
to implement and use. But for over twenty 
years, passwords have been a security Achilles 
heel, due to poor password selection, manage-
ment, or protection. Back in 1997, the Computer 
Emergency Response Team (CERT) estimated 
that about 80 percent of reported security inci-
dents were related to poorly chosen passwords 
[30]. In 2012, hackers from Eastern Europe 
exploited a weak password of a system admin-
istrator to gain complete access to the Utah 
Dept. of Technology Service’s (DTS) server, 
breaching 780,000 Medicaid patient health 
records. And today, what are the most common 

passwords? Not surprisingly, ‘123456’ and 
‘password’ [31].

Multi-Factor Authentication (MFA) uses more 
than one authentication factor to logon or pro-
cess a transaction: “something you know” 
(account details or passwords), “something you 
have” (tokens or mobile phones), and “some-
thing you are” (biometrics-fingerprints, voice 
recognition). Various service providers, includ-
ing Apple and Google, have implemented two-
factor authentication, a simpler version of MFA 
requiring “something you know” (the user pass-
word) and “something you have” (a one-time 
code via text message that is needed to gain 
access to their account).

Authentication standards are moving to proto-
cols that require no passwords. In one scenar-
io, a participant’s mobile app connects to the 
study’s cloud-based patient portal without hav-
ing a username/password stored on the device, 
eliminating a potential attack surface that can 
expose participant’s data to attackers. While a 
detailed discussion is beyond the scope of this 
paper, researchers should be aware of the fol-
lowing standards: Open Authorization (OAuth), 
OpenID (single sign-on (SSO)) across various 
Internet applications; and two created by the 
Fast Identity Online (FIDO) Alliance. The Uni- 
versal Authentication Framework (UAF) focuses 
on authentication without passwords. The 
Universal Second Factor (U2F) protocol adds  
a second authentication factor by taking ad- 
vantage of current technologies available on 
devices such as fingerprint sensors, cameras 
(face biometrics), and microphones (voice bio- 
metrics).

Security around the data management in 
cloud

Cloud services are especially attractive for 
data-oriented projects, given its essential char-
acteristics: on-demand self-service that does 
not require human interaction at the cloud pro-
vider, ubiquitous network access, rapid elastic-
ity in scaling resources up and down, and mea-
sured service.

As recently highlighted in an NIH notice, the 
researcher is also responsible for the security 
issues in data management system [32]. Cloud 
computing represents significant unknowns 
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such as lack of direct control over hardware 
and software, lack of visibility into audit/sys-
tem activities, physical locations of data, and 
impact of different jurisdictions where the data 
may be held. 

The researcher needs to be aware and be part 
of the evaluation of any cloud service provider 
and needs to demand transparency in certain 
aspects. While these suggestions don’t require 
a detailed understanding of the technology, 
they do require some technical literacy to 
ensure the proper questions are being asked of 
the cloud provider that balance privacy, secu- 
rity, and legal requirements with functional 
needs [33]:

● Privileged user access. This includes both 
cloud provider staff access to information 
owned by the researcher as well as the meth-
ods available to authenticate, manage and 
track anyone who might have access or might 
gain access to the sensitive information and 
applications. 

● Regulatory compliance. Know what scrutiny 
the cloud service provider provides over its 
operation, what certifications are necessary, 
and what the provider’s destruction or electron-
ic shredding policies are so the company can 
have evidence that its data is no longer resi-
dent on the provider’s systems and, therefore, 
not subject to attack or e-discovery. Look to 
whether the cloud provider is FedRAMP accred-
ited or ask what assurance level they have 
achieved in the Cloud Security Association 
(CSA) Security, Trust & Assurance Registry 
(STAR). Both of these require a documented 
independent assessment of the cloud provider 
by a third party. Use and expectations of the 
cloud provider must be adjusted accordingly.

● Data location. Ask the provider to commit to 
storing and processing data in specific jurisdic-
tions, and whether they will make a contractual 
commitment to obey local privacy requirements 
on behalf of their customers.

● Data segregation. Data in the cloud is typi-
cally not segregated in a multitenant environ-
ment. Known whether your data will be stored 
on dedicated hardware and, if not, what protec-
tive measures the cloud provider takes to 
ensure that your data will not be compromised 
in that shared environment. For example, the 

cloud provider should provide evidence that 
your data (or the environment housing the data) 
is encrypted and that approved encryption 
schemes have been implemented and tested 
by experienced specialists. 

● Recovery. A cloud provider should tell you 
what will happen to your data and service in 
case of a disaster or outage. Ask about a full 
recovery and how long it would take.

● Investigative support, such as breach inves- 
tigation and forensics. Get terms for visibility 
and incident response report up front and in 
writing. Will the provider routinely provide the 
correct level of logs if requested by a 
customer?

● Liability and Indemnification. Will the cloud 
provider stand behind their security and privacy 
assertions and defend the researcher should a 
breach occur? Make sure that, if dealing with 
ePHI subject to HIPAA rules, that the cloud pro-
vider will sign a Business Associate Agreement 
(BAA) compliant with HIPAA rules.

● Termination or long-term viability. If the pro-
vider goes out of business or gets acquired, 
make sure that there is a way to get the data 
back in a format that is usable.

Security in online participant recruitment

Beyond data protection is the need to maintain 
the integrity and validity of the collected data. 
Patient recruitment is increasingly being done 
on-line, using crowd sourcing or social media to 
attract and engage individuals globally for par-
ticipation. Verification of individual identity is 
either done after the fact or not at all, leaving 
the door open to falsification of identity. 

The risk is that convincing ‘false’ individuals, 
including multiple electronic identities can be 
created to access and/or subvert a study. This 
practice is called “sock puppetry” (a reference 
when a toy puppet is created by inserting a 
hand in a sock to bring it to life). Hundreds of 
thousands of on-line identities can be created 
through the use of computer scripting, Web 
automation, and social networks [5]. For exam-
ple, in 2011, the US military has contracted 
with a California-based company, Ntrepid Cor- 
poration, to create and manage false identities 
online. The purpose was to spread pro-US pro-
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paganda overseas by making it appear that  
the sentiments are coming from actual living 
humans and not digital sock puppets [34]. This 
is a critical reason why each user must be iden-
tified and authorized with specific permissions.

An attack on a popular survey site gives anoth-
er example. Accessing the results from a survey 
poll, one of the authors (BF) noted an unusually 
high number of responses for a particular day. 
Examination of the demographic information 
left by respondents showed a variety of names, 
emails, and addresses-all different. However, 
examining the metadata captured about the 
individual responses showed some striking 
similarities. Digging a little deeper, the author 
found that all responses had emanated from 
two or three single Internet addresses that 
were associated with a commercial data center 
in California over a relatively short period of 
time. 

This relatively crude attempt to bias survey 
results points out three critical issues in main-
taining reliable on-line data collection and 
management:

● Establish the tools and techniques needed to 
maintain control over the integrity of data being 
collected and managed through the cloud pro-
vider. This includes restricting access to appli-
cations that can commit final data updates to 
only trusted users with or capturing and storing 
associated sources for review before final inte-
gration into the study “golden” data store. If an 
incident occurs, correlation of events between 
the cloud provider and the source of the com-
promise may be essential.

● Know the characteristics and behavior of the 
data collection. Is the activity for a given day 
unusually high? Do there appear to be surpris-
ing trends in the data that were not expected or 
appear strange?

● Design a process that establishes some con-
fidence in authenticating participants, espe-
cially if individuals are being recruited through 
crowd sourcing or social media sites. Select 
additional demographics that can be used for 
authentication, take time to perform additional 
research through a common search engine. 
Make sure any informed consent clearly tells 
the participant what metadata may be collect-
ed to validate their identity.

Impact of data sharing and genomic data on 
privacy and security

Open data sharing avoids the duplication of 
research effort and facilitates the work of 
researchers who are able to build on and 
advance the work of others. Properly de-identi-
fied health data is an invaluable tool for scien-
tific and health research advances. In most 
cases the National Institutes of Health [35] 
requires researchers to make data available to 
other investigators via an NIH-designated data-
base or an approved alternative.

Concerns for the individual-patient or consum-
er-remains at the heart of the data sharing 
issue, especially as the personal data continu-
um continues to evolve, with increasing fidelity 
in the data about a person that can be tied to 
their identity. Anonymization of individual iden-
tifiable data figures prominently in both poli- 
cy development around data sharing and in 
research into effective ways to prevent re-iden-
tification, yet retain the usability of datasets for 
use in research. Recently the International 
Cancer Genome Consortium (ICGC) announced 
the data protection policies for open and con-
trolled access data elements especially re-
identification issues [36, 37].

Regardless of the methods, there is always a 
possibility of re-identification. Identifiable mark-
ers can be used to determine the presence of 
an individual in a dataset, even without explicit 
personal information or when the genomic data 
has been aggregated. According to the system-
ic analysis of re-identification attacks [38, 39], 
success rate was approximately 26%, though 
this occurred on a small database with consid-
erable heterogeneity among the studies. Sci- 
entific achievements as well as health policy 
decision-making comes at a cost, with some 
potential risk for re-identification, so balancing 
between the conflicting metrics of information 
quality and privacy protection needs to be con-
sidered [40]. Clinical trials frequently require 
collaborations across multiple healthcare insti-
tutions, or networks of diverse research organi-
zations with private industries. These research 
collaborations often involve the release of de-
identified patient level information between 
institutions, potentially increasing the probabil-
ity of accidental disclosure of protected health 
information [11, 40]. 
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Anonymizing large datasets is extremely diffi-
cult, especially as detailed information is avail-
able from unregulated sources that can be cor-
related with clinical data. The following are 
some studies that point the way as to how avail-
able information can be used as a basis for 
compromise:

● Healthcare planning data: This level of infor-
mation is collected by most states. In 2013, 
news information was used to put names to 
patient-level health data related to hospitaliza-
tions, available publically from the State of 
Washington, for 43% of the cases examined 
[41]. This correlation is one reason the recent 
announcement by CMS of releasing the Me- 
dicare Provider Utilization and Payment Data is 
so chilling. 

● Demographics in genomic datasets: Publicly 
available profiles in the Personal Genome 
Project (PGP) at Harvard (http://www.personal-
genomes.org/) were linked to names and con-
tact information in 84 to 87% of the cases 
through correlating PGP demographics with 
public records. The vulnerability is created by 
the demographics captured by the project 
itself, leaving the door open to how participants 
might protect themselves by providing accu-
rate, but less specific information that is more 
difficult to match with the dataset [42].

● Recreational genealogy databases: Methods 
have also been reported that successfully link 
records in a dataset (even those without per-
sonal identifiers) to surnames based on genom-
ic information in the dataset and querying rec-
reational genetic genealogy databases. A key 
feature of this technique is that it entirely relies 
on free, publicly accessible Internet resources 
[43].

Traditional methods, such as controlled access 
databases that involve segmentation, encryp-
tion, and other de-identification methods, along 
with data use agreements, may fall short in the 
long run, given the complexity of and inherent 
risks of unregulated data sources that can be 
involved. Innovative and common sense app- 
roaches to information and data governance 
are needed that result in the establishment of 
clear and, most importantly, actionable policies 
for data sharing. Research into using differen-
tial privacy, a cryptographic process that maxi-
mizes the accuracy of queries from statistical 
databases while minimizing the chances of 
identifying its records, can be useful. These 
techniques allow a data owner to publish a pilot 
de-identified data set so potential data users 
can test various algorithms, including those not 
known to the data owner, before requesting full 
access to the dataset from the data owner 
[44].

Table 6. Privacy risk assessment for data re-identification [46]
Principle and Description Examples
Replicability: Prioritize health information features according to the probabil-
ity they consistently occur in relation to an individual. Consider the sensitivity 
of the information when making the determination of high, medium, or low

Low: Results of a given treatment

High: Personal demographics that are relatively stable (date of 
birth)

Availability: Determine which external resources contain patients’ identifiers 
and the replicable features in the health information, as well as who is 
permitted access to the resource and the level of confidence placed in the 
data integrity of the source.
Consider study resources and other channels beyond the study

Low: The results of laboratory reports are not often disclosed 
with identity beyond dental environments

High: Patient identity and demographics are often in public 
resources, such as vital records-birth, death, and marriage 
registries

Distinguish: Determine probability to which the subject’s data can be 
distinguished in the health information source for correlation with additional 
information from the source

Low: What combinations of information have a low probability for 
identification such as date of birth, gender, and 3-digit zip 

High: What combinations of information have a low probability for 
identification such as date of birth, gender, and 5-digit zip 

Assess Risk: The greater the replicability, availability, and distinguishability 
of the health information, the greater the overall risk for re-identification

Low: Assessment values may be very distinguishing, but they 
may not be independently replicable and are rarely disclosed in 
multiple resources to which many people have access

High: Demographics are highly distinguishing, highly replicable, 
and are available in public resources

Establish safeguards: Select the safeguards and approach to anonymize the 
data in the research dataset given the associated risk

Low Risk: No safeguard

Medium Risk: Encryption, tokenization

High Risk: Application of differential privacy, try before release of 
information
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Germane to effective security is coupling the 
user who requests access to the data with the 
data or information that is actually accessed or 
acted upon. Each user must be robustly identi-
fied, their role and permissions defined in order 
to grant and monitor access to any application 
that may touch any study-related data store 
and any utility that permits a user to view, copy, 
or modify data from that store.

User roles, permissions, and related actions 
also needs to be captured as part of the data’s 
provenance, the tracing and recording the ori-
gin and changes to data as it moves between 
data stores. A researcher may need to tie medi-
cal diagnosis, treatments and outcomes to the 
associated genome structure to evaluate pos-
sible relationships. A physician may wish to 
understand what an individual’s genomic struc-
ture indicates about potential threats when 
attempting to make a diagnosis or prescribe a 
treatment. This can be achieved whether the 
data is available in one or more data stores pro-
vided the applications required to make the 

association are available to the user based on 
their role and permissions.

The development of a privacy risk assessment 
plan should help the researcher educate par-
ticipants about the benefits and risks of genetic 
studies, mapping this to informed consent (to 
articulate how PII will be shared through unre-
stricted or controlled access repositories), 
describing what is being done to protect the 
data collected, and what a participant’s expec-
tations should be as relates to possible expo-
sure. Table 6 provides some basic guidance  
for how a risk assessment plan could be or- 
ganized.

A security approach for the researcher

In the 1990’s, information security was based 
on a layered defense or “defense in depth” that 
protected the sensitive information and data 
through strictly enforced logical and physical 
layers of security, the cyber version of walls and 
moats. Design of these safeguards was based 

Figure 4. The security risk landscape for today’s connected environment.
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on a formal risk assessment, usually assigned 
to the security or IT staff. The approach as- 
sumed the primary location of the sensitive 
information was a dedicated server, physically 
isolated and locked away in a data center. The 
entire process, often overly complicated by  
regulation such as HIPAA or HITECH, is long, 
involved, and essentially not user-friendly.

Securing sensitive data today requires an 
approach that is aware, agile, and adaptable as 
protective boundaries around information are 
more tenuous with mobile cloud computing and 
given that the criticality of the information (i.e., 
genomic information) is directly tied to the indi-
vidual [45]. Security must be related to both the 
nature of a threat and the actual data that can 
be protected. The interplay across the security 
layers shown in Figure 4 do not require a deep 
knowledge of the technology, but do demand 
an understanding of the possible threats and 
probable attack surfaces.

The scenario presented in Figure 4 starts wi- 
th an assumption that a study will be using  
an unsecured, publically available web site to 

attract possible participants. A participant will 
complete the informed consent, download the 
app, and begin to participate in the study. 
Validation of identity will occur upon the first 
required visit to a known healthcare profession-
al for evaluation. Here an attacker is shown tak-
ing advantage of this ‘loose’ validation to com-
promise the study at an early stage. 

Table 7 presents the assumptions for each 
step, what the resulting risks are, and what 
actions can be taken to mitigate them. A 
researcher needs to approach the problem of 
data protection from the standpoint of risk, 
understanding potential threats, impacts and 
outcomes, as well as accept the strong possi-
bility of the unknown occurring. This is espe-
cially true in light of some the concerns men-
tioned so far: limitations in de-identification 
and uncertainties in the location and access to 
data, loosely coupled ecosystems for data cap-
ture and analysis, lack of visibility into the tech-
nical infrastructure, especially with mobile and 
cloud computing, and the ever-expanding num-
ber of cyber threats. The Data Protection Plan 

Table 7. A Security risk reduction strategy from the researchers’ point of view
The Scenario The Problem What Can be Done
Attacker discovers the recruitment site and 
notes that identity validation is limited. A partici-
pant can send an email directly to a research 
team member asking questions about the study 
and that attachments are allowed. 

No verification of participant identification
Process that allows delivery of malware to 
identified research team member

Establish and validate participant identifica-
tion procedures, even before completion of 
informed consent
Do not provide direct email contact with 
research team members
Do not allow attachments

Research team member, believing she is com-
municating with a possible participant, trusts 
the attachment that had been sent and opens 
it. The actions taken by the malware are stealthy 
and are not apparent to the team member.
She does make a mental note to remind herself 
to update the anti-virus signatures and make 
sure her device is patched. 

This compromise is successful because of so-
cial engineering, one of the main reasons why 
phishing can be a successful attack vector. The 
research team member trusts that the person 
she is communicating with is being honest 
about participating.
The malware could possibly be detected by 
the appropriate software, but regardless her 
devices are already compromised because of 
configuration problems.

Establish a firm policy of not opening attach-
ments from anyone not personally know to 
the recipient
Scan all email attachments for malicious 
code.
Make sure all mobile devices, just like all 
desktops and laptops, are patched and have 
the latest anti-virus and malware signatures 
installed. 

A study participant reports the breach of sensi-
tive information. He maintains that his informa-
tion was released to a 3rd party in violation of 
informed consent.
Upon review of the logs provided by the cloud 
service provider, it becomes apparent that 
sensitive data has been leaked from the study 
environment.
A note was also made by the forensic team that 
most of the data at rest was not encrypted.
The infiltrated data has been de-identified but 
has enough resolution and granularity to create 
some pretty damaging collateral about the 
participant.
The logs also show that other participants may 
be adversely affected as well.

The researcher has worked with the cloud 
provider to set up procedures to monitor data 
leaving the data management application/sys-
tem environment (egress). Here the problem 
is that the logs were not being reviewed in a 
timely manner. 
Data encryption at rest might not have helped 
contain the problem but the fact that the 
review exposed the lack of encryption will raise 
flags.
The researcher will have to prove that the 
correlation of the released data with other 
sources is not something over which the study 
had control.

Establish a system activity review policy that 
calls for periodic review of all system events 
and logs.
Stick to the schedule.
Make sure the cloud provider provides ac-
cess to logs with sufficient details.
Encrypt all data at rest. 
Make sure that the informed consent allows 
for the situation where data may be correlat-
ed with other sources and inferences drawn 
that are outside the scope of the study.
Lastly, conduct a privacy risk assessment on 
the study data to provide guidelines on what 
might be the risk in releasing de-identified or 
aggregate data.
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must balance what is required with achievable 
safeguards under the researcher’s control, an 
example is outlined in Table 8.

The road ahead

The array of threats and the technologies that 
they target affect all of us, not just researchers 
and practitioners. The growth in advanced 
threats, reaching down to even the individual, 
should dispel the myth that “it won’t happen to 
me”. In the coming decade, attackers will be 
driven by adoption of the applications and sys-
tems we most utilize.

For the researcher, the solution is both simple 
and complex. Cyber-situational awareness is 
no longer a luxury-it is fundamental in combat-
ing both the elite and highly organized adver-
saries on the Internet as well as taking proac-
tive steps to avoid a careless turn down the 
wrong digital dark alley. The researcher, now 
responsible for elements that may/may not be 
beyond his or her direct control, needs an addi-
tional level of cyber literacy to understand the 
responsibilities imposed on them as data 
owner. Responsibility lies with knowing what 
you can do about the things you can control 
and those you can’t. For if cyber risk is viewed 
from an inaccurate standpoint, there is a dan-
ger of coming up with controls and solutions  
for the unsophisticated hacks and not the 
sophisticated ones that have existed forever. 
Consequently, solutions based on a flawed 
understanding of the security landscape will 
give too much weight to certain assumptions 

which will lead in the wrong direction, while 
leaving the serious threats to exist unchecked 
and unidentified.

No one can depend on the traditional cyber 
walls and moats in the new paradigm of loosely 
connected computing and data devices-what is 
needed is more aggressive self-assessment 
with the thought that “offense can inform 
defense”. Just as the move towards patient-
generated data is transforming care, the growth 
in personally-generated identity is transforming 
health-related information security. Proactive 
self-assessment and self-security is needed to 
allow identification and remediation at the indi-
vidual level. The researcher needs to know the 
data, the source, and the risks both the granu-
lar (individual) and collective (aggregate) levels 
to identify the risks and the possible threats. 
Then, the researcher can truly make decisions 
about relevant privacy and security controls 
based on this specific assessment rather than 
on general observations about the cybersecu-
rity landscape.
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Table 8. Data protection plan advice [47] 
Data Plan Requirement Safeguard Category

Identify who has access to the data

Identification, Authentication, and Access Methods: The actors in the study/use case 
need to be identified and roles established. Methods for identification and subsequent 
authentication should be defined. Access should be monitored, either individually or 
through the researcher’s organization.
Non-repudiation: Did the communication come from the designated person?

Identify who is maintaining confidentiality of the data
Data Governance: What data is being collected, what is the expected behavior (such as 
how many responses per day), and what are the data sharing policies and procedures 
across all data sources that will be correlated in the study?

Describe measures for protecting physical and soft-
ware security of the data

Data Confidentiality and Integrity: How is the data stored and how is it encrypted? What 
are the de-identification rules and methods and what is the chance of re-identification?
Application Confidentiality and Integrity: Same set of questions, including evaluation of 
the mobile apps that may be deployed. 

Ensure authentication and authorization are required 
for those who have access to medical data by providing 
firewalls, data encryption, and password protection

Data use and data sharing agreements, implementation of policy around data. Have an 
action plan around data re-identification that includes both known and unknown (ancil-
lary) methods. Protect the metadata that establishes relationships.

Contingency plan for dealing with any breach of 
confidentiality

Availability and service levels: Establish contractual terms with the cloud provider as 
embodies in service level agreement-how long does it take to response to a service 
request? How long to resolve?
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