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Abstract: Background: The automatic classification of five body parts based on computed tomography (CT) im-
ages is a critical preprocessing step in many computer-aided diagnostic systems because the body’s different or-
gans have highly diverse features. Machine learning has made remarkable progress in the field of medical image 
processing. Methods: We established a gradient boosting decision tree (GBDT) machine-learning algorithm using 
statistical features, stochastic-model-based features, and signal-processing-based features for the discrimination 
of five body parts including the head, the chest, the abdomen, the pelvis, and the four limbs based on CT images. 
83,714 CT images were included in this study. The textural features were extracted and normalized. After that, a 
logistic regression analysis and a Pearson correlation analysis were implemented for the feature selection to en-
hance the robustness of the model. A GBDT algorithm with a 10-fold cross validation strategy was applied to the 
classification based on the selected optimal feature group. Results: The proposed method achieved consistent best 
performance in terms of accuracy (ACC), sensitivity (SEN), specificity (SPE), positive predicted value (PPV), negative 
predicted value (NPV), and F1-scores. It is noteworthy that the accuracy of GBDT for differentiating the five body 
parts is greater than 99%, which outperforms other state-of-the-art models. Conclusion: The proposed approach 
is effective at distinguishing the five body parts and has superior diagnostic performance compared with existing 
computer-aided diagnostic methods. It provides a timesaving and robust classification method for radiologists and 
researchers.
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Introduction

In recent years, with the development of artifi-
cial intelligence, more and more automatic 
image analysis algorithms have been devel-
oped to help clinicians interpret and evaluate 
radiological images. Among all the radiological 
images, CT is one of the most common forms of 
medical imaging scans. Since different organs 
have highly different characteristics, CT image 
analysis algorithms are generally integrated 
with prior knowledge such as nodule diameters 
to identify and analyze specific lesions or 
organs [1-3]. If those algorithms were randomly 
applied to data sets containing irrelevant medi-
cal images, it would be rather time-consuming 
and would most likely reduce the accuracy of 
the classification results. 

In real-world clinical workflows, CT image recog-
nition regularly relies on digital imaging and 
communications in medicine (DICOM) tag infor-
mation, which is occasionally unreliable. Furth- 
ermore, in international cooperative research 
projects, due to the use of multiple languages 
and the non-uniform abbreviations of DICOM 
tags, it seems to be unrealistic to effectively 
classify medical images based on DICOM tag 
information [4]. Manual classification is an 
alternative approach, but it is not practicable 
for large datasets. 

However, compared with the extensive investi-
gated organ segmentation [5, 6] and cancer 
classification [7, 8] methods, the automatic 
identification of five body parts including the 
head, the chest, the abdomen, the pelvis, and 
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the limbs (the ankles, wrists, knees, elbows, 
and feet are included with the limbs) in medical 
images is still less explored. To tackle this prob-
lem, we designed a machine-learning classifi-
cation method using histograms, gray level co-
occurrence matrixes, and wavelet-transform-
based Brownian fractal model features to clas-
sify five body parts in CT images.

Materials and methods

Clinical data

This study was approved by the institution- 
al review boards of Affiliated Hangzhou First 
People’s Hospital, Zhejiang University School of 

lation; 1-2 millimeters cross-sectional thick-
ness; 1-2 millimeters cross-sectional distance; 
scan pitch 1.3; and 16×0.625 millimeters colli-
mation. Figure 1 shows samples of five body 
part CT images from the enrolled dataset.

Overview of the proposed methodology

A novel gradient boosting decision tree (GBDT) 
using statistical features, stochastic-model-
based features, and signal-processing-based 
features for developing CT image classification 
of five body parts is presented. A block diagram 
of the proposed body part recognition strategy 
is delineated in Figure 2. After all the clinical 
data was collected, a feature extraction algo-

Figure 1. CT images of the five body parts. (A-E) represents the head, the chest, the abdomen, the pelvis, and the 
four limbs (a foot in the figure) respectively.

Figure 2. A block diagram 
of the proposed bodypart 
recognition method. The 
framework can be divided 
into three main steps: fea-
ture extraction, feature 
selection, and image clas-
sification.

Medicine. The requirement  
for written informed consent 
from patients was waived.

A total of 83,714 CT imag- 
es were retrospectively col-
lected from Affiliated Hang- 
zhou First People’s Hospit- 
al, Zhejiang University School  
of Medicine from 2016 to 
2019 with very different ag- 
es (20-80 years old, medi- 
an: 49.5). Of the 83,714 CT 
scans, 2,895, 20,837, 7,597, 
13,946, and 38,439 were 
head, chest, abdomen, pelv- 
is, and limbs images, respec-
tively. All the unenhanced  
and enhanced CT scans were 
obtained from the Siemens 
Sensation 16-layer spiral CT 
(Siemens, Erlangen, Germa- 
ny). The image format was 
Digital Imaging and Commu- 
nications in Medicine (DIC- 
OM). The scan parameters 
were: tube voltage 120 kV; 
tube current automatic regu-
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rithm was utilized to extract the 23 texture  
features from the CT images of the five body 
parts, including 6 histogram texture features, 
13 gray level co-occurrence matrix (GLCM) tex-
ture features, and 4 wavelet-based multifrac-
tional Brownian motion texture features. In the 
next step, a multiple logistic regression analy-
sis and a Pearson correlation analysis were 
implemented to select the optimal features 
from the high dimensional features (23 fea-
tures) to enhance the classification perfor-
mance. Finally, the GBDT algorithm was adopt-
ed as the classifier based on the selected fea-
tures while three other classifiers, including 
Support Vector Machine (SVM), K-nearest 
Neighbor (KNN), and Gaussian Discriminant 
Analysis (GDA) were processed for comparison. 
Eventually, the performances of the four classi-
fiers were evaluated in terms of their ACC, SEN, 
SPE, PPV, NPV, and F1-scores.

Feature extraction 

Feature extraction methods can be divided into 
five major subsets: (1) a statistical approach, 
(2) a structural approach, (3) a model-based 
stochastic approach, (4) a morphology-based 
approach, and (5) a signal processing approach. 
In our research, three fundamental feature 
extraction approaches including the statistic- 
al method, the model-based stochastic meth-
od, and the signal processing methods were 
evaluated. It is noteworthy that the model-
based stochastic method and the signal pro-
cessing method were assembled to calculate 
the required features.

The statistical methods generate parameters 
to represent the randomness of the image gray 
spatial distribution, among which GLCM is one 
of the most commonly-used approaches. GLCM 
considers the statistical and spatial relation-
ship of the pixels in the image. It is created by 
calculating how often pairs of pixels with spe-

cific values and in a specified spatial relation-
ship occur in an image [9]. Then 13 statistical 
texture features are extracted based on the 
grey level co-occurrence matrix. In addition, the 
histological characteristics of the five parts of 
the body can be well reflected in the gray scale 
model, and a histogram is an intuitive statisti-
cal method of gray scale modeling [10].

Wavelet transform, which is a typical signal pro-
cessing method based on a multi-scale analy-
sis including time domain and frequency do- 
main analysis, combined with multi-fractional 
Brownian motion, which is a representative 
model-based stochastic method in the spatial 
domain, had been wildly applied for medical 
image classification [11-13]. Furthermore, stud-
ies show that the combined method of frequen-
cy domain and spatial domain produces better 
features that lead to a stable and robust perfor-
mance [14-16]. Consequently, four multi-fractal 
dimension features were calculated based on 
the Daubechies wavelet filter with four different 
coefficients: approximation coefficients, hori-
zontal detail coefficients, vertical detail coeffi-
cients, and diagonal detail coefficients. 

Thus, 23 textural features were extracted from 
the CT images of the five body parts and includ-
ed 6 histogram features, 13 GLCM features, 
and 4 wavelet-based multifractional Brownian 
motion features, as shown in Table 1. Norma- 
lization is a linear feature transformation that 
performs specific scaling on the numerical 
range of the data without changing its data dis-
tribution. The features of the different dimen-
sions can be transformed to the same numeri-
cal magnitude, reducing the impact of the 
features with large variances and eliminating 
data redundancy and undesirable characteris-
tics. Therefore, to accelerate the speed of the 
proposed algorithm, all the obtained texture 
feature data were normalized to [0, 1]. The nor-
malization equation (1) is as follows:

Table 1. Textural features
Feature groups Descriptions
Histogram 1. Standard deviation; 2. Skewness; 3. Mean intensity; 4. Entropy; 5. Kurtosis; 6. Uniformity

GLCM 7. Angular second moment; 8. Correlation; 9. Contrast; 10. Sum average; 11. Entropy; 12. 
Sum variance; 13. Inverse difference moment; 14. Variance; 15. Difference variance; 16. Sum 
entropy; 17. Difference entropy; 18. Information Measures of Correlation (1); 19. Information 
Measures of Correlation (2)

Wavelet-based multifractional Brownian motion 20. Approximation coefficients-based fractal dimension; 21. Horizontal details-based fractal 
dimension; 22. Vertical details-based fractal dimension; 23. Diagonal details-based fractal 
dimension
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X* = (X-Xmin)/(Xmax-Xmin)                                      (1)

Where X indicates the original data of the Nth 
dimension, Xmin represents the minimum value 
of all the Xs, Xmaxindicates the maximum value 
of all the Xs, and X* is the normalized data X.

Feature selection 

High dimensional features can reduce the  
classification accuracy and cause over-fitting. 
Fortunately, feature selection is a promising 
method to solve these problems. Thus, mu- 
ltiple logistic regression analysis, which is a 
critical feature selection method, combined 
with Pearson correlation analysis were lever-
aged to select the optimal feature subset from 
the original feature set. The Pearson correla-
tion analysis essentially calculates the ratio 
between the covariance and the standard devi-
ation of each feature and the corresponding 
label. The formula (2) of the Pearson correla-
tion analysis is as follows:

( ) ( ( / )) / ( (( ) / )) ( (( ) / ))P x, y xy x y N x x N y y N2 2 2 2= - - -/ / / / / / /  (2)

Where x refers to feature and y represents the 
corresponding label. N is the total number of 
features. Multiple logistic regression analysis is 
applied to the analysis whether the feature is 
statistically significant, which means whether 
the output p is smaller than 0.05.

The multiple logistic regression analysis and 
the Pearson correlation analysis were both per-
formed on SPSS 25.0 software. First, the 
Pearson correlation analysis was carried out for 
each feature of the five body parts and an abso-
lute value of a Pearson correlation coefficient 
greater than 0.3, would be retained for the next 
step. Then, a multiple logistic regression analy-
sis was conducted on the remaining features. 
Ultimately, the features with significant differ-
ences (P < 0.05) were selected as the optimal 
feature subset for the classification.

Feature classification

A gradient boosting decision tree (GBDT) [17]  
is one of the most powerful machine learn- 
ing algorithms for building predictive mod- 
els, as it can superbly demonstrate the real dis-
tribution of the data. GBDT was proved to 
achieve state-of-the-art performance in multi-
class classification due to its stability, accura-
cy, and interpretability [18, 19]. In the case of 

GBDT, decision tree algorithms taken as weak 
learners were sequentially boosted to become 
a strong learner. Each weak learner attempts  
to minimize the residuals from the previous 
stage, which improves the efficiency and accu-
racy of the model. The final strong classification 
model is achieved by majority vote of the weak 
learners’ results. A logarithmic loss function is 
applied to calculate the residuals. Finally, the 
model can be described as shown in the equa-
tion (3):

( ) ( ; )F x T x1m mm
M= i=
/                                         (3)

Where M represents the training iteration. Each 
iteration produces a weak classifier T(x;θm). The 
loss function of the weak classifier is shown in 
the equation (4):

m ( , ( ) ( ; ))arg min L y F x T x11m i m i i mi
N= +i i i-=

t /    (4)

Where Fm-1(x) represents the current model. 
GBDT determines the parameters of the next 
weak learner using empirical risk minimization. 
For classification tasks, L represents logarith-
mic loss function. The complete training pro-
cess of GBDT is shown in Figure 3.

Thus, the selected optimal feature subset was 
input to GBDT for classification with a 10-fold 
cross-validation strategy. For comparison with 
the performance of GBDT, three other machine 
learning algorithms including SVM [20], KNN 
[21], and GDA [22] were implemented based on 
the same feature set. 

Performance analysis

The proposed five body part classification mo- 
del and three other classifiers were assessed 
by calculating the parameters of the ACC, SEN, 
SPE, PPV, NPV, and F1-scores. The calculation 
equations (5)-(10) of the six evaluation indexes 
are as follows:

ACC = (TP + TN)/(TP + TN + FP + FN)              (5)

SEN = Recall = TP/(TP + FN)                            (6)

SPE = TN/(TN + FP)                                           (7)

PPV = Precision = TP/(TP + FP)                        (8)

NPV = TN/(TN + FN)                                          (9)

F1score = (2 × Precision × Recall)/(Precision + 
Recall)                                                               (10)
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Where TP is the number of correctly-classified 
positive samples; TN: the number of correctly-
classified negative samples, FP: the number of 
wrongly-classified positive samples, FN: the 
number of wrongly-classified negative sam-
ples. For the multi-class prediction tasks, if  
one category is regarded as a positive class, 
the other categories are considered  a negative 
class automatically. For example, in our 
research, if the head is taken as a positive 
class, then the abdomen, chest, pelvis, and 
limbs are regarded as a negative class.

Results

Results of the feature selection

After our feature selection based on the logistic 
regression analysis and Pearson correlation 

parisons of the four different methodologies 

After the feature selection, the optimal feature 
subgroup was fed into four machine-learning 
algorithms for classification. As shown in Table 
3, all the models were estimated in terms of the 
ACC, SEN, SPE, PPV, NPV, and F1-scores. We 
observed that the proposed method achieved 
its consistent best performance in general. 
Besides, only the KNN classifier achieved the 
highest SPE (99.96%) and PPV (98.79%) for 
detecting CT images in the head category. It is 
noteworthy that all the SVM evaluation indexes 
are slightly smaller than the GBDT indexes are. 

Nevertheless, several outliers emerged in Ta- 
ble 3. For example, the SEN, PPV, and F1-scores 
of KNN for distinguishing the abdomen are 
69.53%, 80.60%, and 74.66%, respectively, 

Figure 3. The GBDT training process.

Table 2. Feature selection using logistic regression and Pear-
son correlation analyses
Feature number PCC p value Feature number PCC p value
1 0.588 0.000 13 -0.186 0.000
2 -0.518 0.000 14 -0.201 0.000
3 0.412 0.000 15 0.357 0.000
4 -0.018 0.614 16 0.175 0.000
5 -0.630 0.000 17 0.205 0.000
6 0.325 0.000 18 0.135 0.000
7 -0.025 0.493 19 0.030 0.410
8 0.092 0.012 20 0.373 0.000
9 0.357 0.000 21 0.019 0.603
10 -0.206 0.000 22 0.497 0.000
11 0.212 0.000 23 -0.210 0.000
12 -0.230 0.000
Notes: Feature numbers are based on Table 1.

analysis, nine features with both 
the absolute value of the Pearson 
correlation coefficient greater 
than 0.3 and P < 0.05 were 
retained out of 23 features as 
the optimal feature combination 
for the body parts classification 
in the next stage, as shown in 
Table 2. Consequently, nine fea-
tures, including uniformity, me- 
an intensity, standard deviation, 
kurtosis, skewness, contrast, dif-
ference variance, approximation 
coefficients-based fractal dimen-
sion, and vertical details-based 
fractal dimension were selected 
for the classification.

Classification performance com-



Body part classification using GBDT

2046 Int J Clin Exp Med 2021;14(6):2041-2049

which are approximately 10-20% smaller than 
those of the other body parts based on the 
KNN algorithm are. 

Discussion

KNN is a suitable machine-learning algorithm 
for multiple classification tasks, as it classifies 
the different categories according to the dis-
tance of the samples. To be more specific, an 
object is more likely to be assigned to the 
majority class of its k nearest neighbors [23]. 
Normally, k is manually set as a relatively small 
integer but one larger than zero. However, a 
data imbalance exits in the collected five body 
part CT images. For instance, 7,597 abdomen 
CT images were included in the dataset, and 
the number of chest CT images was 20,837, 
which is almost 3 times the number of abdo-
men images. It seriously affected the classifica-
tion performance of the model. Table 3 sub-
stantiates that the classification evaluation 
indexes (especially the aforementioned SEN, 

in Table 3, even though the dataset applied  
in this study is considerably large, SVM still 
gained a surprisingly appreciable performance. 
However, it consumed 711.57 seconds while 
the GBDT algorithm only takes 27.38 seconds. 
In conclusion, our proposed GBDT classifier 
outperforms other classifiers.

Roth et al. proposed a deep convolutional net-
work for automatically classifying human anat-
omy images, including the neck, lungs, liver, 
pelvis, and legs based on CT images [26]. The 
classification error rate decreased to 5.9% 
after the data augmentation, and the AUC of 
the model was 99.8%. Márton et al. evaluated 
the Random Forest machine learning classifier 
using a 2-dimensional global shape feature 
extraction algorithm called the Zernike trans-
form based on three-dimensional magnetic 
resonance images to detect the head, the 
chest, the abdomen, the pelvis, and the legs 
[27]. Principal Component Analysis (PCA) was 
processed for the feature optimization. The 

Table 3. Performance analysis results of the different classifiers
Evaluation index Classifier Head Chest Abdomen Pelvis Limbs
ACC (%) GDA 99.68 89.06 93.36 93.82 97.99

KNN 99.83 94.51 95.72 95.86 97.68
SVM 99.83 99.20 99.83 99.47 99.41
GBDT 99.91 99.55 99.86 99.74 99.72

SEN (%) GDA 96.23 60.00 93.46 93.75 96.02
KNN 96.23 95.88 69.53 80.88 97.61
SVM 99.31 99.35 98.46 98.25 98.89
GBDT 99.79 99.80 98.60 99.21 99.22

SPE (%) GDA 99.80 98.69 92.25 93.83 99.66
KNN 99.96 94.06 98.33 98.85 97.73
SVM 99.85 99.16 99.97 99.71 99.86
GBDT 99.92 99.46 99.98 99.85 99.95

PPV (%) GDA 94.54 93.80 54.63 75.23 99.59
KNN 98.79 84.25 80.60 93.36 97.34
SVM 95.90 97.50 99.67 98.57 99.83
GBDT 97.73 98.41 99.83 99.23 99.89

NPV (%) GDA 99.86 88.16 99.30 98.68 96.72
KNN 99.87 98.57 97.00 96.28 97.97
SVM 99.96 99.78 99.85 99.65 99.07
GBDT 99.99 99.93 99.86 99.84 99.64

F1-score (%) GDA 95.38 73.19 68.96 83.48 97.77
KNN 97.50 89.69 74.66 86.67 97.47
SVM 97.57 98.42 99.06 98.41 99.36
GBDT 98.75 99.10 99.20 99.22 99.55

Notes: The best results are marked in bold black.

PPV, and F1-scores in the 
Results section) of the abdo-
men were significantly less 
than the classification evalu-
ation indexes  of the other 
body parts. 

It is empirically assumed 
that feature data obeys a 
Gaussian distribution, and 
the classification results ob- 
ey a Bernoulli distribution 
simultaneously before and 
after it is applied to the clas-
sification evaluation indexes 
GDA algorithm [24]. In this 
way, GDA can produce a  
satisfied performance. How- 
ever, according to the classi-
fication results, it is likely 
that the provided dataset 
does not meet the criteria. 
SVM is a popular supervised 
machine model, and it can 
effectively solve both linear 
and nonlinear problems par-
ticularly with small samples. 
The principle of the SVM 
algorithm is to divide the 
dataset into different class-
es by creating a line or a 
hyperplane [25]. As revealed 
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overall accuracy of their proposed method was 
91.5%. Yan et al. developed a multi-instance 
deep learning algorithm for body part recogni-
tion based on a convolutional neural network 
(CNN) [28]. The framework consists of two stag-
es for discovering the discriminative local 
regions and identifying the body parts based 
on these local patches, respectively. Their 
method achieved the overall classification 
recall, precision, and F1-scores of 92.21%, 
92.25% and 92.23%, respectively. Further- 
more, the highest F1-score was up to 98.99% 
for identifying the femur head while the 
F1-scores for identifying the neck, clavicle/lung 
apex, sternal, liver upper, liver middle and abdo-
men/kidney are all lower than 90%. Min et al. 
proposed a fast radial basis function artificial 
neural network algorithm for the classification 
of the liver and kidneys in the magnetic reso-
nance images [29]. The highest prediction 
accuracy and standard deviation of their pro-
posed method is 0.9552±0.0066. Gabriel et al. 
predicted the location of 11 organs (including 
the lungs, kidney, and liver) using a single multi-
label ConvNet for each orthogonal view (axial, 
coronal, and sagittal) [30]. They obtained an 
average wall distance of 3.20±7.33 mm, while 
the human observer achieved 1.23±3.39 mm. 
Tao et al. proposed a multi-task learning model 
integrated with an optimized false positive fil-
tering algorithm and a dynamic threshold selec-
tion strategy to segment the organs on the 
TAOWCH and SegTHOR datasets [31]. The 
results demonstrate that their method gained a 
better performance than the basic encoder-
decoder networks. Compared with all those 
methods, our proposed GBDT machine learning 
classification algorithm based on statistics tex-
ture features and Wavelet-based multifraction-
al Brownian motion features for differentiating 
the five body parts achieved ACC, SEN, SPE, 
PPV, NPV, and F1-scores larger than 99%, which 
outperformed the discussed state-of-the-art 
models. 

Limitations of this study: First, a data imbal-
ance still exists in our study. The insufficient 
number of head and abdomen CT images 
decreased the reliability and portability of the 
model. Second, the algorithm requires high 
computational performance, and the model is 
relatively time-consuming. More CT images will 
be collected for further research and the frame-
work will be extended for three-dimensional 
medical images.

Conclusion

A machine-learning classification method for 
five body parts, including the head, the chest, 
the abdomen, the pelvis, and the limbs using a 
novel gradient boosting decision tree (GBDT) 
based on statistical features, stochastic-mod-
el-based features, and signal-processing-bas- 
ed features is proposed. The results empirically 
demonstrate that the proposed classification 
model can accurately and stably identify the 
five body parts.  
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