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Abstract: This study proposes a reliable and efficient method for analyzing medical infrared thermography (IRT) im-
ages in order to provide a more accurate and easier diagnosis of breast adenosis in patients. The proposed method 
is based on an improved deep convolutional neural network model named the DCNN-LVQ, which represents a com-
bination of the deep convolutional neural network (DCNN) and learning vector quantization (LVQ) algorithm. Image 
features are first extracted from the deep convolutional neural network, and then classified by the learning vector 
quantization algorithm. The proposed method was verified with the experiment using the infrared thermography 
images of patients with breast adenosis and healthy persons, which were labeled by medical experts. The disease 
prediction accuracies reached 97.52% and 94.66% respectively for the two sample datasets, which could be consid-
ered a satisfactory result. The proposed model was verified experimentally and was compared with three common 
prediction models. The results showed that the proposed model was superior to the other models in infrared ther-
mography image recognition. Thus, the proposed model provide breast adenosis prediction with higher accuracy. 
In addition, the proposed model is highly robust, making it high likely to be applied to other infrared thermography 
image recognition problems.
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Introduction

According to the report of the China Population 
Association in Beijing in February 2010, the 
mortality rate from breast cancer in Chinese 
cities has increased by 38.91% from 2003 to 
2009. The incidence of breast cancer ranks 
first among the tumors in women in big cities 
and it has become the most threating disease 
to women’s health for decades [1]. In the 
asymptomatic female population, the inciden- 
ce of various breast diseases has reached 
52.4%, which is a much higher than those of 
other chronic common diseases in women. 
According to the GLOBOCAN 2012 report, the 
age-standardized incidence of breast cancer 
and age-standardized mortality from this dis-
ease in China were 22.1 per 100000 and 5.4 
per 100000, respectively [2]. Therefore, an  
efficient diagnosis and prevention method of 

breast diseases, especially breast adenosis, 
are urgently needed [3]. 

The IRT (infrared thermography) diagnosis is a 
relatively new functional detection technology 
that has been widely and increasingly applied 
to clinical diagnosis and research. By applying 
the IRT technology to the clinical diagnosis of 
various diseases, satisfactory results have 
been achieved [4-6]. Denoble developed a pre-
diction method of the severity of knee arthritis, 
which is based on differences in mean temper-
ature and standard deviation between the IRT 
images of knees, thereby verifying the objec- 
tive reliability of IRT [7]. Kacmaz et al. proved 
that analyzing IRT images could be an effec- 
tive method for pre-diagnosis of deep venous 
thrombosis [8]. Calin et al. demonstrated that 
IRT represented an effective tool for the diag- 
nosis, evaluation, and monitoring of knee joint 
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lesions that could be used as a supplement to 
the standard methods of these types of le- 
sions [9]. Elsa et al. conducted a comprehen-
sive review of the application of medical IRT in 
the diagnosis of hand diseases based on re- 
sults from 146 papers, which proved that the 
IRT could directly or indirectly provide useful 
diagnostic and monitoring information relating 
to the hand health state [10]. Ring and Ammer 
reviewed the application of IRT in the diagno- 
sis of multiple diseases, including the inflam-
matory diseases, pain syndrome in complex 
regions, Reynolds disease and other diseases. 
They sucessfully identified the trend of using 
IRT in assessment of fever screening and  
some other areas of medicine by reviewing the 
related studies that had been published in 
recent years [11-13]. However, the analysis of  
a large number of IRT images is time-consum-
ing and laborious, which increases the work-
load of doctors, and thus elongates the waiting 
time of patients. Therefore, the development of 
methods for fast analysis and classification of 
IRT images and more accurate disease predic-
tion has become a focus of medical research.

With the advances of intelligent technologies, 
especially deep learning (e.g., multi-layer neu-
ral networks) in recent years, extensive resear- 
ch on these intelligent technologies has been 
conducted, and they have been successfully 
applied to the analysis of big biomedical data 
[14-16]. Some people used a neural network, 
genetic algorithms, and logistic regression to 
detect breast diseases and breast cancer [17-
19]. Many scientists have applied the deep 
learning model to classify medical images and 
achieved very good results [20-22]. However, 
only a few studies have applied deep learning 
and IRT to the prediction and diagnosis of 
breast adenosis. Due to the good performance 
of deep learning in image recognition and its 
high recognition accuracy that is better than 
those of the classical artificial neural networks 
and other methods, here, we proposed a meth-
od for breast cancer detection based on IRT.

The proposed DCNN-LVQ network model com-
bines the advantage of the good extraction 
capability of a DCNN (Deep convolutional neu-
ral network) with the high-accuracy classifica-
tion capability of LVQ (learning vector quantiza-
tion). The proposed network is trained with IRT 

images of human breast and then used to pre-
dict the breast adenosis. The proposed me- 
thod can replace manual analysis of infrared 
thermography, saving both time and cost, pro-
viding an efficient and convenient diagnosis of 
human breast adenosis. The proposed DCNN-
LVQ model is the first model applied to the IRT 
dataset.

Materials and methods

The DCNN model represents a deep feedfor-
ward artificial neural network that uses the 
weight sharing mechanism. The neurons in the 
first hidden layer are not connected with each 
neuron in the input layer. Therefore, compared 
with the traditional fully-connected feedfor- 
ward network, the DCNN reduces the number 
of connections (i.e., the number of connection 
weights), thus reducing the number of network 
parameters, and achieving the information 
transmission via weight sharing. Compared 
with a conventional deep neural network, the 
DCNN can greatly reduce the number of net-
work parameters and the computational com-
plexity, representing a breakthrough regarding 
the image recognition success rate in the im- 
age processing field. However, the DCNN out-
puts the result via a Softmax function classi- 
fier (refer to Equation (1)), that is, the classifica-
tion result of a sample is obtained by the prob-
ability-based classification. Therefore, when 
dealing with classification problems involving 
multiple features, especially when the sample 
size is small, the DCNN often fails to yield good 
classification results.

The LVQ algorithm represents a supervised 
learning algorithm that allows specifying the 
class to which the input is assigned. The LVQ 
algorithm can be trained to identify classes 
that consist of several unconnected regions.  
In addition, it is able to process a large amount 
of input data with a small amount of computa-
tion, which is highly desirable for processing 
the feature values extracted by the DCNN. One 
of the benefits of the LVQ algorithm is that it 
does not require to normalize and orthogonal-
ize the input vector; instead, it calculates the 
distance between the input vector and the 
competition layer directly. Therefore, it denotes 
a simple, easy-to-implement, and highly robust 
algorithm.
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As mentioned above, this paper proposes a 
DCNN-LVQ network model that combines the 
advantages of the DCNN and the LVQ. The 
structure of the proposed model is shown in 
Figure 1. The proposed model consists of two 
parts. The first part is the DCNN that is used  
to extract the features of IRT images, and the 
second part is the LVQ model that is used to 
classify the features previously extracted by 
the DCNN.

Feature extraction by DCNN

The proposed DCNN-LVQ model uses DCNN as 
a feature extractor. The neural network struc-
ture was obtained by the analysis. The analy- 
sis results showed that network performance 
did not improve significantly with the number  

of layers, while network complexity raised 
greatly; finally, the 8-layer network structure 
was selected as the optimal one. The ReLU 
function given by Equation (2) was used as the 
activation function of both the convolutional 
layer and the fully-connected layer, and the  
loss function (the mean squared error func- 
tion) was used to estimate the difference bet- 
ween the predicted value and the real value of 
sample. The first convolution layer consisted of 
96 11×11 convolution filters, i.e., convolution 
kernels, with a step size of 4, and the corre-
sponding pooling layer was the maximum pool-
ing layer with a size of 3×3 and a step size of  
2. The second convolutional layer consisted of 
256 5×5 convolution filters with a step size of 
1; the corresponding pooled layer was the  
maximum pooling layer with a size of 3×3 with 
a step size of 2. The third convolutional layer 
consisted of 384 3×3 convolutional filters with 
a step size of 1. The fourth convolutional layer 
consisted of 192 3×3 convolution filters with a 

Figure 1. The structure of the proposed DCNN-LVQ classification model. The input image was passed to following 
convolutional-pooling layers and fully-connected layers in the form of a pixel matrix and then passed to the two layer 
of LVQ model.
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step size of 1. The fifth convolutional layer con-
sists of 128 3×3 convolution filters with a step 
size of 1, and the corresponding pooling layer 
was the maximum pooling layer with a size of 
3×3 and a step size of 2. The sixth, seventh, 
and eighth layers were fully connected layers, 
the former two consisted of 4096 neurons 
each, and the later one had 1000 neurons.  
The structural parameters of the network are 
given in Table 1. 

f(x)= 0
0 0
x x

x
2
#" .                                            (2)

For the input layer, the input image was passed 
to the convolution layer in the form of a pixel 
matrix. Each convolution operation that was 
performed on the original image by the con- 
volution kernel produced a new pixel, and dif-
ferent features were extracted when different 
convolution kernels performed the convolution 
operation. 

The numbers of kernel rows and columns are 
usually set to odd numbers, which ensures that 
the two image sides are symmetrical after 
padding. 

In the proposed network model, the convolu-
tional layer reduces the loss of image informa-
tion by adding zero at the edge of every pixel 
matrix. The output of the convolutional layer is 
passed to the pooling layer after being pro-
cessed by the ReLU function.

The pooling layer is called either an undersam-
pling or downsampling layer. It is mainly used 
for feature dimensionality and over-fitting re- 
duction, compression of data and parameters, 
and improvement of fault tolerance of the 
model. In this paper, the pooling layer uses a 

3×3 maximum value pooling process to com-
presses the output value of the convolution 
layer, thus obtaining a compressed and trim- 
med output value. 

The last three layers are fully connected lay- 
ers, and the output value of the last layer is 
used as the input to the LVQ classifier.

LVQ classifier

As shown in Figure 2, the LVQ network consists 
of two network layers. The first layer is the  
competition layer, and it classifies the input 
vectors. The second layer is the learning layer, 
and it converts the classification output of the 
competition layer into a different category.

In the LVQ neural network, there are 50 neu-
rons in the competition layer (m=50), and  
1000 neurons in the input layer (n=1000). 
These two layers are fully connected. Each  
neuron in the output layer is connected only  
to a group of neurons in the competition layer, 
and the corresponding connection weight is 
fixed and equal to one. During the training pro-
cess, the weights between the input layer and 
the competition layer are gradually adjusted to 
the cluster center. After a sample is inputted 
into the LVQ network, some neurons in the  
competition layer win at the competition and 
become winning neurons following the learn- 
ing rule of “winner is the king”. The winning  
neuron’s output is equal to one, and the out-
puts of the rest of the neurons are equal to 
zero. The output neurons that are connected to 
the group of winning neurons have the output 
equal to one, and the other output neurons 
have the output equal to zero; thus, the class 
pattern of the current input sample is obtain- 
ed. The classes obtained by the learning pro-
cess of the competition layer are taken as  

Table 1. Structural parameters of the neural network model

Number of layers Convolution 
kernel size

Number of convolution 
kernels Pooling layer mode Pooling layer size

1 11×11 96 Max pooling 3×3
2 5×5 256 Max pooling 3×3
3 3×3 384 × ×
4 3×3 192 × ×
5 3×3 128 Max pooling 3×3
6 Fully connected
7 Fully connected
8 Fully connected
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subclasses, and the classes obtained by the 
learning process of the output layer are taken 
as target classes.

The learning process of the LVQ neural net- 
work combines the competitive learning rules 
and supervised learning methods, and the 
input and target vectors of the training sample 
appear in pairs. Thus, the training set can be 
expressed as:

{(p1,t1),(p2,t2),…,(pn,tn)}                                                         (3)

where ti,(i=1,2,…,n) is a target vector of m=50 
dimensions, corresponding to 50 neurons of 
the output layer; also, only one component is 
equal to one, while the remaining components 
are all equal to zero. Usually, each neuron of  
the competition layer is assigned to an output 
neuron, and the corresponding weight is set  
to one. In other words, the class of the output 
neuron category is specified, and it does not 
change during the training process. During the 
network training, only the weights of the input 
layer neurons to the competition layer neurons 
are changed [23].

DCNN-LVQ algorithm

The DCNN-LVQ algorithm includes the following 
steps.

(1) The weights of DCNN-LVQ are randomly ini-
tialized. The maximum number of iterations is 
denoted with tm, the minimum error is denoted 
with ε, and the learning rate is denoted with α, 
and α>0.

(2) The image sample is fed to the DCNN input 
layer.

(3) The features extracted by the DCNN output 
layer are fed to the LVQ input layer as the input 
vector X=(p1,p2,…,pn)

T.

(4) The distance between the neurons of the 
LVQ competing layer and the input vector is  
calculated by:

i j( ) .d p W 1 21 ijj
n= -=
/                                          (4)

The neuron with the smallest distance is taken 
as a winning neuron. The output of the winning 
neuron is equal to one, and the outputs of the 
remaining neurons are equal to zero.

(5) The output of the neurons connected to the 
group of winning neurons is equal to one, and 
those of the other output neurons are equal to 
zero; thus, the class pattern of the input sam-
ple is obtained. The class pattern resulted is 
then compared with the label ti. If the network 
classification result is consistent with the label, 

Figure 2. The structure of the LVQ neural network. The LVQ neural network consists of two network layers, the first 
layer is competition layer which classifies the input vectors, the second layer is learning layer which converts the 
classification output of competition layer into a different category.
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the weight is adjusted to be close to the input 
sample, which is expressed as: 

( 1) ( ) ( ) [ ( )] .W t W t t X W t1 1 1
j* j* j*+ = + -h            (5)

When the network classification result is incon-
sistent with the label, the weight is adjusted in 
the opposite direction to the input sample, 
which is expressed as:

( 1) ( ) ( ) [ ( )],W t W t t X W t1 1 1
j* j* j*+ = - -h              (6)

where t denotes the number of iterations, W 1
j*  

denotes the weight of the connection from the 
input layer to the j th neuron of the competition 
layer, η(t) denotes the learning rate of the t th 
iteration, and lastly, X denotes the input vec- 
tor. The weights of other non-winning neurons 
remain unchanged [24].

(6) The learning rate is updated by:

( ) (0) (1 ),t t
t
m

= -h h                                          (7)

where tm denotes the maximum number of 
iterations.

(7) The error function is calculated by:

2
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where x ji  represents the target value (label 
value) of the j th neuron of the LVQ output lay- 
er when the input is the i th sample, a ji  repre-
sents the actual output value of the j th neu- 
ron of the LVQ output layer when the input is 
the i th sample; P denotes the total number of 
samples, and M denotes the number of neu-
rons in the output layer. If E ≤ ε or t=tm, the 
training terminates or; otherwise, the algorithm 
goes to Step (8) [23].

(8) Update the weights of the DCNN output 
layer neurons by the BP algorithm [24], which  
is given by:

,                                  (9)
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where W denotes the weight matrix, b denotes 
the offset, α denotes the learning rate, δ is the 
gradient error, l represents the number of lay-

ers, i represents the i th image sample, j repre- 
sents the j th neuron, a represents the neuron 
output value, T stands for transpose, f repre-
sents the neuron activation function. Since it  
is impossible to find the derivative of the ReLU 
function at the origin, here, the derivative of  
the ReLU function at the origin is set to zero.

(9) Update the weights of the fully-connected 
layer neurons in the DCNN hidden layer by the 
BP algorithm [24].

The weights and offsets of the network are 
updated according to Equations (10) and (11), 
respectively, and the gradient error is calculat-
ed by:

( ) ,w f1 1
1j
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i,l
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h=d d
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= l/                                (12)

where k denotes the k th neuron of the (l+1) th 
layer.

(10) Update the weights of the convolution ker-
nel neurons in the DCNN convolutional layer 
[24] by:

* ,W W a1
1l l i,l

i
m i,l= - a d=

-/                              (13)
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where ( )i,l u,vu,v d/  represents the process of 
obtaining the sum of the elements of each  
sub-matrix of i,l

d . After all the weights of the 
convolutional layer are updated, the algorithm 
goes to Step (2).

Experiment

Data source: In this study, a set of chest IRT 
images of patients chosen from the image 
repository of a certain hospital in Guangdong 
Province, China, were used. All data were 
arranged based on personal information of 
examinees, such as name, gender and age; 
name was hidden to protect the privacy of the 
examinees and data-using were agreed by 
examinees. In order to exclude the external 
influencing factors, the criteria for picking sam-
ple images were chosen, such that to ensure 
that the images were taken at the same ambi-
ent temperature and shooting distance and 
that all the patients were in a calm state at the 
time of imaging. Each sample was examined  
by the experts and was given a judgment on 
whether the person in question was a healthy 
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person or a patient with breast adenosis, and 
accordingly labeled as a negative or positive 
sample, respectively. In this study, disease 
identification was conducted using 1000 imag-
es collected from year 2013 to 2019, among 
which 521 were positive samples, and 479 
were negative ones. In an IRT image of the 
human body, different color gradations repre-
sent different temperature zones; namely, 
white represents a high-heat zone, red repre-
sents a hot zone, yellow represents a moder-
ate-temperature zone, green represents a cool 
zone, blue represents a cold zone, and purple 
represents a super-cool zone. Thus, when the 
patient’s chest has a lesion, the IRT image will 
show abnormal temperature distribution. Ge- 
nerally speaking, the IRT image of a healthy 
person shows a relatively even and stable tem-
perature distribution. In contrast, the IRT im- 
age of a patient with breast adenosis is char- 
acterized by relatively uneven and unstable 
temperature distribution. Some of the sam- 
ples used in this study are shown in Figure 3, 

200 images from samples in 2019, so that Te  
is independent and irrelevant to Tr.

In order to distinguish the severity of patient’s 
condition further, 521 positive samples were 
used as dataset M, and this dataset was divid-
ed into two sub-datasets, patients with a seve- 
re condition (327 images) and patients with a 
light condition (194 images). The division was 
conducted by experts in the field. The images  
of the patients with a severe condition were 
used as positive samples, and the images of 
the patients with a light condition were used  
as negative samples. The training set was 
denoted with Tr’, which included 436 images 
chosen from year 2013 to 2018, and the test 
set was denoted as Te’, which included the re- 
maining 85 images from samples in 2019, so 
that Te’ is independent and irrelevant to Tr’. An 
example of the samples is shown in Figure 4, 
where the left image represents the image of  
a patient with a light condition, and the right 
one is the image of a patient with a severe 
condition.

Figure 3. Images of negative (healthy person) and positive (patient of breast 
adenosis) samples. In an IRT image of the human body, different color gra-
dations represent different temperature zones. Generally speaking, the IRT 
image of a healthy person shows a relatively even and stable temperature 
distribution. In contrast, the IRT image of a patient with breast adenosis is 
characterized by relatively uneven and unstable temperature distribution. 
Some of the samples used in this study are shown in Figure 3, where the 
left two images denote the negative samples (healthy person), and the right 
two denote positive samples (patient with breast adenosis).

where the left two images 
denote the negative samples 
(healthy person), and the right 
two denote positive samples 
(patient with breast adenosis).

Data preprocessing: A total of 
1,000 images (RGB) of breast 
area with a resolution of 150× 
104 pixels were cropped from 
1,000 larger images. As alrea- 
dy mentioned, 521 of them 
were positive samples, and  
the remaining 479 were nega-
tive samples and these 1000 
images are all chosen from 
patients in a certain hospital  
in Guangdong Province China 
from year 2013 to 2019. The- 
se 1000 breast images were 
used to create the general 
data set D, so that the num-
bers of positive and negative 
samples were roughly the 
same. The training set was 
denoted with Tr, which includ-
ed 800 images chosen from 
year 2013 to 2018, and the 
test set was denoted as Te, 
which included the remaining 
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These 1000 images included people over the 
age of 20, and details of dataset D and M are 
shown in Tables 2 and 3.

Operation: First, the experiment with the DC- 
NN-LVQ model (refer to Figure 1) was carried 
out by using test set. The prediction accuracy  
of the experiment was taken as the prediction 
accuracy of the model. The prediction accura- 
cy of experiment was calculated by: 

C ,a N
N
t

=                                                           (15)

where NC represented the number of correct 
predictions, and Nt represented the total num-
ber of samples in the test set.

The maximum number of loops was set to 
1,000, the minimum error was set to 0.0001, 
and the initial learning rate was 0.8.

The results of experiments are shown in the  
following section.

Results

The infrared thermal imaging systems use pho-
toelectric technology to detect infrared signals 
with a wavelength from a specified range, whi- 
ch are radiated from the object, calculate the 
temperature values of different spots, and  
convert the infrared signals into images and 
graphics visible to human eyes. In this section, 
the DCNN-LVQ model is used to predict the  
conditions of the human body based on the 

datasets D and M, the loss function and train-
ing accuracy of the DCNN-LVQ are shown in 
Figures 5 and 6, respectively.

Model evaluation

In order to evaluate the performance of the 
DCNN-LVQ model further, it was compared with 
four related models, including the DCNN-LVQ, 
the AlexNet, the CNN (a convolutional neural 
network with two convolution layers, two pool-
ing layers, and one fully connected layer), and 
the GoogleNet. In comparison, datasets D and 
D” (mixed with noise) were used. The predic- 
tion accuracies were calculated by Equations 
(15). The results obtained in the model com-
parison are given in Table 4.

Furthermore, the same models were compared 
on datasets M and M” (mixed with noise). The 
prediction accuracies were calculated by Equ- 
ations (15). The comparison results are pre-
sented in Table 5.

As presented in Tables 4 and 5, the DCNN-LVQ 
outperformed all other models in prediction 
based on IRT images on all datasets, and it  
had the highest robustness.

This paper proposed a DCNN-LVQ prediction 
model based on a deep convolutional neural 
network and learning vector quantization algo-
rithm. The image features are first extracted  
by the first eight layers of the DCNN and then 
classified by the LVQ algorithm. The proposed 

Figure 4. Images of patients with a light condition (left) and severe condi-
tion (right). In order to distinguish the severity of patient’s condition further, 
positive samples (patient with breast adenosis) were used as dataset, and 
this dataset was divided into two sub-datasets, patients with a severe con-
dition and patients with a light condition. The division was conducted by 
experts in the field. The images of the patients with a severe condition were 
used as positive samples, and the images of the patients with a light condi-
tion were used as negative samples.

temperature distribution indi-
cated by the infrared image.

The prediction accuracies of 
the DCNN-LVQ model obtain- 
ed in the experiments using 
datasets D (refer to section 
data preprocessing) and D”  
(D mixed with noise) were 
97.52% and 95.11% respec-
tively; and the prediction accu-
racies of the experiments us- 
ing datasets M (refer to sec- 
tion data preprocessing) and 
M” (M mixed with noise) were 
94.66% and 92.17% respec-
tively, which can be consi- 
dered as satisfactory results. 
In the predictions based on 
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Table 2. Details of dataset D
                           Details
Age group
(proportion)

Proportion of  
climacteric syndrome 
(number of samples)

Proportion of 
obesity (number 

of samples)

Proportion of people 
with irregular diet 

(number of samples)

Proportion of people with 
other organ diseases 
(number of samples)

Proportion of  
endocrine disorders 
(number of samples)

Proportion of career 
people (number of 

samples)
Between 20 and 25 (10%) 0% (0) 8.0% (8) 45.0% (45) 1.0% (1) 0% (0) 30.0% (30)
Between 25 and 35 (25%) 0% (0) 8.8% (22) 54.8% (137) 4.8% (12) 10.0% (25) 95.2% (238)
Between 35 and 45 (27%) 4.1% (11) 11.1% (30) 21.9% (59) 17.8% (48) 30.0% (81) 97.8% (264)
Between 45 and 55 (20%) 95.0% (190) 14.0% (28) 10.0% (20) 45.0% (90) 65.0% (130) 82.5% (165)
Over 55 (18%) 6.1% (11) 12.8% (23) 1.7% (3) 68.9% (124) 22.2% (40) 0% (0)

Table 3. Details of dataset M
                       Details
Age group
(proportion)

Proportion of  
climacteric syndrome
(number of samples)

Proportion of 
obesity (number 

of samples)

Proportion of people 
with irregular diet 

(number of samples)

Proportion of people with 
other organ diseases 
(number of samples)

Proportion of  
endocrine disorders 
(number of samples)

Proportion of career 
people (number of 

samples)
Between 20 and 25 (0%) 0% (0) 0% (0) 0% (0) 0% (0) 0% (0) 0% (0)
Between 25 and 35 (15%) 0% (0) 19.2% (15) 84.6% (66) 9.0% (7) 23.1% (18) 100% (78)
Between 35 and 45 (47%) 3.3% (8) 10.2% (25) 20.4% (50) 18.4% (45) 29.4% (72) 99.6% (244)
Between 45 and 55 (25%) 100% (130) 16.2% (21) 15.4% (20) 57.7% (75) 88.5% (115) 96.2% (125)
Over 55 (13%) 13.2% (9) 25.0% (17) 2.9% (2) 98.5% (67) 57.4% (39) 0% (0)
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Figure 5. The loss function and training accuracy of the DCNN-LVQ model 
on dataset Tr of D. The loss function (the mean squared error function) is 
used to estimate the difference between the predicted value and the real 
value of sample, which is calculated by equation (8). The training accuracy 
is calculated by equation (15), which shows that the performance of the 
model on dataset Tr of D.

Figure 6. The loss function and training accuracy of the DCNN-LVQ model 
on dataset Tr’ of M. The loss function (the mean squared error function) is 
used to estimate the difference between the predicted value and the real 
value of sample, which is calculated by equation (8). The training accuracy 
is calculated by equation (15), which shows that the performance of the 
model on dataset Tr’ of M.

model is verified by the experiments. The ex- 
perimental results showed that on two experi-

mental datasets, the DCNN-
LVQ achieved the accuracies  
of 97.52% and 94.66% in the 
prediction of breast adenosis 
based on IRT images. Besides, 
the proposed model was com-
pared with three common pre-
diction models, and the com-
parison results showed that 
the proposed model overper-
formed the other models in  
IRT image recognition. Thus, 
the proposed model can pro-
vide breast adenosis predic-
tion with high accuracy. In 
addition, the proposed model 
is highly robust; therefore, it 
has a high potential to be ap- 
plied to other IRT image recog-
nition problems.

Discussion

IRT, a non-invasive, non-con-
tact, and 2D imaging thermal 
measurement technology, has 
many advantages over the  
traditional body temperature 
measurement technologies. It 
has been increasingly applied 
to medical research, disease 
diagnosis, and health assess-
ment in recent years. When a 
tumor is very small, even the 
imaging technology with high 
resolution will find it difficult  
to identify it. However, unlike 
other imaging technologies, 
IRT may recognize the temper-
ature difference of the tumor, 
although it may not determine 
the shape of a small tumor. 
Then, the doctors are able to 
diagnose and treat the disea- 
se of patients based on their 
abnormal temperature, such 
that preventive diagnosis can 
be made in the early stage of 
the disease. IRT has been suc-
cessfully applied to the diag- 
nosis of breast tumors, diabet-
ic neuropathy, peripheral vas-
cular diseases, and other dis-

eases. It has also been widely used in the 
detection and analysis in the fields of sports 
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medicine, obstetrics and gynecology, derma- 
tology, cardiovascular department, pediatric 
physiology, and other diseases.

As a convolutional layer has the parameter 
sharing mechanism, while a pooling layer can 
reduce calculation redundancy, the DCNN can 
therefore achieve a satisfactory image recogni-
tion efficiency. The convolutional and pooling 
layers of the DCNN possess the features of 
automatic extraction of image, thus avoiding 
the time-consuming manual feature extrac- 
tion. Still, better classification results can be 
achieved by further improvement of the pro-
posed DCNN-LVQ model. The LVQ algorithm 
can be trained to identify a class consisting of 
several unconnected areas. It can process a 
large amount of input data with a small am- 
ount of calculation, and does not require nor-
malization and orthogonalization of the input 
vector. All in all, the LVQ algorithm denotes an 
easy-to-implement and robust algorithm. The 
proposed DCNN-LVQ network model combin- 
es the feature of extraction capability of the 
DCNN with the LVQ capability of highly-accur- 
ate classification, which makes it able to 
achieve a satisfactory classification accuracy 
of IRT images.

The method of adding zeros at the edge, which 
is used in this study, represents an effective 
technique for improving image recognition per-
formance. Namely, it can reduce the loss of 
image information caused by convolution oper-
ation, and can yield good edge extraction result.

The proposed model represents an improved 
AlexNet model. The experimental results show- 

As the IRT systems measure only the body sur-
face temperature, the result is affected by a 
variety of factors. The body surface tempera-
ture of a person may change considerably 
under some special conditions, such as skin 
dysfunction and breastfeeding (for some 
women), resulting in an incorrect recognition 
result. Although in the experiments, the judg-
ment on whether an image was a positive or 
negative sample had been given by the ex- 
perts in the field, misjudgments were unavoid-
able. In addition, the preliminary analysis of  
the IRT images by the experts was very time-
consuming. However, we assume that posi- 
tive and negative samples can be accurately 
identified by an autonomous machine using an 
unsupervised algorithm.

There are many unsupervised learning algo-
rithms, such as the clustering algorithm. The 
clustering algorithm represents a type of un- 
labeled algorithm, which classifies samples 
based on certain rules, such as Euclidean dis-
tance between samples. Due to the similarity 
between normal (or pathological) breast imag-
es, in the absence of a label value, the cluster-
ing method can be used for future image 
classification.
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Table 4. The disease prediction accuracies of different 
prediction models

Dataset Parameter
Prediction model

DCNN-LVQ AlexNet CNN GoogleNet
D Accuracy 0.9752 0.9231 0.8632 0.9379
D” Accuracy 0.9511 0.9032 0.8136 0.9024

Table 5. The disease prediction accuracies of different 
models

Dataset Parameter
Prediction model

DCNN-LVQ AlexNet CNN GoogleNet
M Accuracy 0.9466 0.9013 0.8875 0.9189
M” Accuracy 0.9217 0.8832 0.8536 0.8973

ed that the prediction accuracy of the 
proposed model was higher than that 
of the AlexNet model. Under the same 
conditions, including the software and 
hardware environments, the running 
time of the proposed model was not 
much shorter than that of AlexNet  
with eight hidden layers. The propos- 
ed model could also realize the real-
time prediction of the infrared ther- 
mal image. In addition, due to the  
fault tolerance and robustness of the 
neural network, the DCNN-LVQ net-
work model has a strong universality, 
so it can be widely used in other areas 
of image recognition.
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